
Investigating the impact of agricultural fire

management practices on the terrestrial carbon

cycle

Sam Sidwell Rabin

A Dissertation

Presented to the Faculty

of Princeton University

in Candidacy for the Degree

of Doctor of Philosophy

Recommended for Acceptance

by the Department of

Ecology and Evolutionary Biology

Adviser: Stephen W. Pacala

May 2016



c⃝ Copyright Sam Sidwell Rabin, 2016.

All rights reserved.



Abstract

In this dissertation, I explore the role that agricultural fire management plays in global patterns

of vegetation fire and thus carbon cycling between ecosystems and the atmosphere. No estimates

previously existed of the amount of fire associated with pasture and rangelands at the global

scale, and so my first chapter details the development of a dataset separating the influences of

cropland, pasture, and non-agricultural land on fire activity. Pasture turns out to be responsible

for nearly half of all the area that burns every year, and often differs in frequency and seasonal

timing from adjacent non-agricultural ecosystems.

These new observational data allowed me to design and parameterize a global fire model that,

for the first time, explicitly simulates the way that modern land managers use fire on cropland

and pasture. The information about non-agricultural fire also allowed me to construct the first

model for burning on non-agricultural land based on observations with the influence of pasture

burning – which is governed by wholly different processes – removed. Chapter 2 details the

structure and performance of this new fire and vegetation model. After calibration against

observations using a new, automated method, the model is shown to successfully reproduce the

general global patterns of fire activity.

In my third chapter, I use the model to test whether pasture burning practices have any effect

on terrestrial carbon cycling. Significantly more carbon emissions are associated with pasture

fire than would be expected if left to burn according to the same mechanisms that govern non-

agricultural fire. The mean difference is even larger than the mean annual modeled net land

carbon flux. Although there is a fair amount of interannual variation, and there are some areas

for improvement in the model’s simulation of both vegetation dynamics and fire activity, these

results highlight the importance to Earth system modeling of including realistic representations

of how people manage fire on agricultural lands.
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Introduction

Agricultural ecosystems, including cropland and pasture, together cover more than a third of

Earth’s surface. To fully understand the impact of humans on the Earth system, and to predict

how climate and ecosystems can be expected to change in the future, it is critical to understand

how agriculture interacts with other parts of the Earth system. The scientific community has

dedicated much effort to developing Earth system modeling approaches that allow such questions

to be explored, but the way people manage fire on cropland and pasture has been neglected at

this important scale. The work presented in this dissertation represents a step forward in

understanding the role such fire management plays in determining regional and global fire-

vegetation interactions.

The first chapter of this dissertation presents the results of a novel method to estimate the

amount of burning associated with cropland, pasture, and non-agricultural lands. This work is

novel in that it separates out for the first time the separate influences of these three land cover

and use types on fire patterns at large scales, and also because it quantifies the suppressive effect

that can sometimes result from intensive land use and management.

The next chapter builds off the results from the first, using them to drive a new global model of

cropland and pasture fire that is embedded within a dynamic global vegetation model. Fire on

non-agricultural land is also simulated, the model for which is fit using an automated algorithm.

Chapter 2 describes the structure and performance of this new fire model. Chapter 3 then uses
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the model to quantify the effect of pasture management fire on fire patterns and carbon cycling

in the terrestrial biosphere.
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Chapter 1
Quantifying regional, time-varying effects of

cropland and pasture on vegetation fire

1.1 Abstract

The global extent of agriculture demands a thorough understanding of the ways it impacts the
Earth system through the modification of both the physical and biological characteristics of
the landscape as well as through emissions of greenhouse gases and aerosols. People use fire to
manage cropland and pasture in many parts of the world, impacting both the timing and amount
of fire. So far, much previous research into how these land uses affect fire regimes has focused
on either individual small regions or global patterns at annual or decadal scales. Moreover,
because pasture is not mapped globally at high resolution, the amount of fire associated with
pasture has never been quantified as it has for cropland. The work presented here resolves the
effects of agriculture – including pasture – on fire on a monthly basis for regions across the
world, using globally gridded data on fire activity and land use at 0.25◦ resolution. The first
global estimate of pasture-associated fire reveals that it accounts for over 40% of annual burned
area. Cropland, generally assumed to reduce fire occurrence, is shown to enhance or suppress
fire at different times of year within individual regions. These results bridge important gaps in
the understanding of how agriculture and associated management practices influence vegetation
fire, enabling the next generation of vegetation and Earth system models more realistically
incorporate these anthropogenic effects.
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1.2 Introduction

Vegetation fire is a worldwide phenomenon with consequences for the biosphere, atmosphere,

climate, and human health. Annual emissions of carbon (in various chemical forms) from fire

have been estimated at 2.5Pg yr−1 (2001–2009; Randerson et al., 2012). The radiative forcing

from the black carbon emitted from fires since 1750 has been estimated to be 0.2Wm−2, which is

about equivalent to 12% of radiative forcing due to the accumulated anthropogenic CO2 over the

same time period (Bond et al., 2013; Myhre et al., 2013). Other gas and aerosol emissions from

biomass burning can have notable impacts on atmospheric composition and regional weather

(Crutzen and Andreae, 1990; Cox et al., 2008). Many ecosystems are shaped by fire (or the

lack thereof): The frequency and seasonal timing of burns are integral to what is known as a

fire regime, changes to which can, over time, result in shifts to different ecosystem types (Pyne

et al., 1996b; Archibald et al., 2013; Scott et al., 2014). Model simulations of an Earth without

fire have resulted in about twice as much forest area (Bond et al., 2005) or nearly 30% more

carbon stored in land ecosystems (Ward et al., 2012), which illustrates the important role that

fire plays in the global carbon cycle.

Humans have been manipulating fire regimes for at least several thousand years, with anthro-

pogenic influence having grown considerably since the Industrial Revolution (Marlon et al., 2008;

Bowman et al., 2011; Archibald et al., 2012). People have suppressed wildfire actively to pro-

tect lives and property, and passively by creating landscapes that inhibit large-scale fire spread.

Humans have also induced burning both intentionally and unintentionally (Pyne et al., 1996a;

Bowman et al., 2011). Such anthropogenic influences can result in fire regimes that differ in

important ways from how ecosystems would burn in the absence of humans, such as in terms of

frequency, severity, and seasonality. For example, evidence suggests that burning often does not

occur during the period of the year with peak flammability, likely reflecting human fire practices

at local to regional scales rather than natural or even accidental ignitions (Le Page et al., 2010;

Magi et al., 2012). In order to understand the changes humanity has made to fire regimes and

how patterns of vegetation fire will continue into the future, we must identify and interpret the

signatures of different human activities on observed fire patterns.
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One widespread example of humans’ influence on fire regimes is prescribed burning for agricul-

tural management. Farmers may use fire to prepare fields for planting or to dispose of waste

after harvest (Yevich and Logan, 2003); pastoralists can burn to enhance forage nutrient con-

tent or prevent woody encroachment (Uhl and Buschbacher, 1985). The presence of cropland or

heavily grazed pasture can also reduce fire in the surrounding landscape by limiting fire spread

(Archibald et al., 2009; Andela and van der Werf, 2014). Land managers sometimes take advan-

tage of a similar effect by burning small patches of land surrounding their property, reducing the

chances that a burn could spread into their fields (Laris, 2002). Fire amplification can happen

as well, with agricultural management fires spreading onto non-agricultural lands. The total

worldwide influence of these and other effects of agriculture on vegetation fire is poorly under-

stood, even though cropland and pasture respectively accounted for 11 and 24% of the Earth’s

land area at the beginning of this century (Klein Goldewijk et al., 2010).

Dynamic global vegetation models and Earth system models often include process-based simula-

tions of vegetation fires (e.g., Lenihan et al., 1998; Arora and Boer, 2005; Thonicke et al., 2010).

Human influence is usually included as a function of population density (Venevsky et al., 2002;

Pechony and Shindell, 2009), although some authors have noted that such relationships are too

simplistic, with the effect of population density actually varying based on biome or amount and

type of land use (Bistinas et al., 2013). Recent work has included the suppressive effect associ-

ated with cropland through landscape fragmentation (Pfeiffer et al., 2013; Le Page et al., 2015).

These effects of humans in global models are based on analyses done at the scale of individual

regions (e.g., Archibald et al., 2009) or the entire globe (e.g., Bistinas et al., 2014). Bistinas

et al. (2014), for example, found that fire is negatively correlated with cropland but positively

correlated with pasture, taking into account a number of other variables. Such findings, how-

ever, do not fully capture the complexity and multitude of effects that managed ecosystems can

have on fire. It is possible, for instance, that farmers in some part of the world might burn

cropland during an otherwise fire-free season, but that in drier parts of the year cropland could

fragment the burnable landscape and thus have a suppressive effect on fire. Remote sensing

data from satellites can partially fill in such gaps: Estimates of burning on different land cover

types are generated by overlaying fire activity data with maps of land-use and vegetation type,
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including cropland, which are produced by some of the same satellites (Korontzi et al., 2006;

Giglio et al., 2010). For example, such estimates were used by Li et al. (2013) to incorporate

cropland burning into a global fire model. However, because pasture has not been mapped by

satellite as cropland has, no global estimates of pasture burning have ever been produced. This

means that estimates of pasture and non-agricultural fire are entangled in global data sets, and

thus observations have not distinguished what may be important differences in fire regime. To

understand the total effect of agricultural management on fire occurrence, then, the scientific

community must go beyond estimates of cropland burned area and associated emissions.

The work presented here is an effort to bridge these gaps in our knowledge. We present a method

that uses fire observations in conjunction with estimates of land-use distribution to statistically

estimate the amount of fire associated with cropland, pasture, and other lands at global and

regional scales. In addition to examining the total area of such burning, the same method is

used to investigate patterns of associated carbon emissions.

1.3 Methods

1.3.1 Analytical technique

Magi et al. (2012) analyzed seasonal patterns of agricultural burning (i.e., combined cropland and

pasture) from non-agricultural burning using estimates of land-use distributions and satellite-

derived fire data. This study builds upon the methods presented by Magi et al. (2012), differ-

entiating between cropland, pasture, and other burning and generating estimates of the amount

of each type of fire in terms of both burned area and carbon emissions.

The total amount of burned area in some gridcell i (Bi) can be represented as the sum of the

burned area on each land-use type k. This can in turn be represented as the product of the area

of that land cover type in the gridcell (Ak,i) and the fraction of that land-use type that burned

in that gridcell (Fk,i):

Bi = Fc,iAc,i + Fp,iAp,i + Fo,iAo,i, (1.1)
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where the subscripts c, p, and o refer to cropland, pasture, and other land, respectively. The

values of each Fk,i are unknown, but a best-guess F̂k can be estimated across a group of N

gridcells: 

B1

B2

...

Bi

...

BN


=



Ac1 Ap1 Ao1

Ac2 Ap2 Ao2

...
...

...

Aci Api Aoi

...
...

...

AcN ApN AoN


×


F̂c

F̂p

F̂o

+



ϵ1

ϵ2
...

ϵi
...

ϵN


(1.2)

B = AF̂ + ϵ, (1.3)

where ϵi is the residual for gridcell i. The set of F̂k values that minimize the sum of squared

errors across a large number of gridcells can be calculated using

F̂ = (A⊺A)−1A⊺B, (1.4)

where A and B are observations of land-use distributions and burned area, respectively. We

have observed that a number of F̂k values are found to be negative. This has two possible

interpretations. One is that negative F̂k values are simply a statistical artifact of the analysis

without physical meaning, and that such lands burn either very little or not at all. The other

possibility is that negative F̂k values represent a real aspect of fire occurrence: namely, that the

negative influence of such land covers on other land covers outweighs any fire happening on the

land cover itself. This could be considered to represent either active suppression to protect high-

value land such as crop fields, and/or to reflect the widely documented role of anthropogenic

land covers (especially cropland) in fragmenting the burnable landscape (Archibald et al., 2009;

Andela and van der Werf, 2014; Hantson et al., 2015).

For the purposes of illustration, consider a hypothetical gridcell for which the analysis estimates

5 km2 of burned area for cropland:

F̂cAc,i = 5, (1.5)
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Bi = F̂cAc,i + F̂pAp,i + F̂oAo,i. (1.6)

A different gridcell with equal F̂k values and twice the area of cropland but the same amounts

of pasture and other land would have 5 km2 more burning estimated:

F̂c(2Ac,i) + F̂pAp,i + F̂oAo,i = Bi + F̂cAc,i = Bi + 5. (1.7)

The same logic shows that there would be less fire in the second gridcell if F̂c were negative.

Conversely, F̂k values could also incorporate positive effects of one land-use type on the others.

For example, much of the fire observed in the frontier of the Amazon rainforest is associated

with land management burning that escapes into surrounding forest (Uhl and Buschbacher, 1985;

Cochrane and Schulze, 1998). The F̂c and F̂p values in that region could potentially account for

this effect as well. In this conceptualization, then, F̂k values should be interpreted not as “the

fraction of land use k that burns across the region” but rather as “the net effect of land use k

on fire in the region, expressed as a fraction of the area of land use k in the region”. That is,

for every additional unit area of land use k, we expect F̂k more (if F̂k > 0) or fewer (if F̂k < 0)

units of burning.

To clarify, imagine a region with 2000 km2 of cropland, 3000 km2 of pasture, and 5000 km2 of

other land. For some month, this region has F̂c = −0.1, F̂p = 0.2, and F̂o = 0.1. The associated

burned area values would be 2000 × −0.1 = −200 km2 for cropland, 3000 × 0.2 = 600 km2 for

pasture, and 5000 × 0.1 = 500 km2 for other land, for a total of 900 km2 of burning across the

region. Now imagine another region that is identical except that it contains an extra 1000 km2

of cropland. This new region would have 3000 × −0.1 = −300 km2 of burned area associated

with cropland, for a total of 800 km2 of burning across the region. The interpretation of negative

cropland-associated burned area is not that some actual negative area is burning somehow but

rather that, however much cropland is burning, it is preventing so much fire on pasture and/or

other land that its net influence on fire in the region is negative.
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The results presented in this study are explored in the main text with this latter interpretation of

F̂k values in mind. Equivalent figures in Appendix A show results with F̂k restricted to positive

values, essentially interpreting F̂k values as “the fraction of land use k that burns across the

region”.

To account for temporal variability in the total amount of fire and its distribution among different

land-use types, the analysis is performed separately for each month and year. Fire patterns and

practices also vary across space, so each of 132 regions is analyzed separately. This set of

regions (Fig. 1.1) was created with the goal of minimizing within-region heterogeneity in terms

of climate, biome, and fire extent and timing, while still including enough gridcells to ensure

an adequate sample size for estimation. The final region set resulted from an iterative process

whereby we performed the analysis for a candidate region set, noted areas of severe under- or

overestimation, drew new region boundaries, and re-ran the analysis. The Terrestrial Ecosystems

of the World map (Olson et al., 2001), agricultural distribution maps (Klein Goldewijk et al.,

2010), and observations of fire extent and timing (Randerson et al., 2012) guided development

of the regions map. For example, regions were designed to avoid containing multiple patches of

high concentration of a land use that appeared to vary widely in seasonal timing or amount of

fire. As in Magi et al. (2012), the 14 regions developed for the Global Fire Emissions Database

(Giglio et al., 2006) are used to structure the discussion of the results presented here (Fig. 1.1,

Table 1.1). For clarity, these will be referred to as the “GFED regions” to distinguish them from

the 132 “analysis regions.” In all, 4752 F̂k values are estimated per year (3 land-use types× 12

months× 132 analysis regions) from 2001 to 2009.

BONA

TENA

CEAM NHSA

EURO

BOAS

CEAS

SEAS
EQAS

AUST

MIDE

NHAF

SHAFSHSA

Figure 1.1: Regions used for analysis (outlines) overlaid on GFED regions (colors and labels; Giglio et al., 2006). See
Table 1.1 for abbreviations.

9



Table 1.1: List of GFED regions and abbreviations (Giglio et al., 2006).

Abbreviation Full name
BONA Boreal North America
TENA Temperate North America
CEAM Central America
NHSA Northern Hemisphere South America
SHSA Southern Hemisphere South America
EURO Europe
MIDE Middle East
NHAF Northern Hemisphere Africa
SHAF Southern Hemisphere Africa
BOAS Boreal Asia
CEAS Central Asia
SEAS Southeast Asia
EQAS Equatorial Asia
AUST Australia and New Zealand

Some restrictions were imposed on the analysis. Any land-use type whose prevalence across a

region during a given year was on average less than 5% was excluded, with the F̂k value for such

land cover types taken to be zero, to avoid issues of near-singularity in the matrix calculations.

Also, for region-months with no observed fire, all F̂k values were assumed to be zero.

1.3.2 Input data

Burned area and fire emissions

Observations of monthly burned area and carbon emissions at 0.25◦ resolution were obtained

from the GFED3s data set (Randerson et al., 2012). Based on the Global Fire Emissions

Database version 3 (GFED3; Giglio et al., 2010; van der Werf et al., 2010), GFED3s was de-

signed to improve detection of small fires by incorporating an estimate of burned area based

on detections of active fires outside observed fire scars. This algorithm produces an estimate of

annual burned area 35% higher than the Collection 5 MCD64A1 burned area product, which

was produced using the same algorithm as most of the GFED3 data, across the time period

of its coverage (2001–2010), with several large regions seeing their burned area estimates more

than double (Randerson et al., 2012). Nearly a fifth of that increase occurred in croplands and
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cropland–natural vegetation mosaic, the estimated burned area of which increased by 123 and

79%, respectively. Moreover, about a third occurred in savannas and grasslands, which could

feasibly serve as pasture (Randerson et al., 2012). Results for cropland influence on burned area

from this analysis are compared to GFED3s estimates of burned area on cropland as well as

“cropland–natural mosaic,” which is defined as land with “a mosaic of croplands, forests, shrub-

land, and grasslands in which no one component comprises more than 60% of the landscape”

(Friedl et al., 2002).

GFED3s estimates of fire-related emissions were generated, as for the original GFED3 data

set (van der Werf et al., 2010), by coupling the burned area observations for each land-use

type with a climate-driven vegetation model (Randerson et al., 2012). Biome-specific emissions

factors combined with biomass estimates from the vegetation model then produced the amount

of emissions per area burned. The analytical technique described in Sect. 2.1 can be as easily

applied to emissions as it can to burned area, in which case the F̂k values represent the net effect

per square kilometer of each land-use type on fire emissions. Here, an analysis of emissions of

carbon-containing compounds was conducted in parallel with the analysis of burned area. a

breakdown of GFED3s carbon emissions by land cover type, such as was provided for burned

area, was not available.

Land use

Data on area of cropland and pasture were taken from an annualized version of the History

Database of the Global Environment version 3.1 (HYDEv3.1), described by Klein Goldewijk

et al. (2010). This public data set, available at 5min spatial resolution, is the basis for the

historical part of the standardized gridded land-use transitions reconstructions (Hurtt et al.,

2011) used in the Coupled Model Intercomparison Project, phase 5 (Taylor et al., 2012). The

publicly available data are only produced for every 5 years during the recent past, but K. Klein

Goldewijk provided annual estimates for the period 2000–2009 (K. Klein Goldewijk, personal

communication, 2012). Distributions are assumed to not change within years. The amount of

“other” (“non-agricultural”) land is calculated as the fraction of land not classified as cropland
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or pasture. Maps of the mean land cover distributions from HYDE for 2001–2009 can be found

in Figure A.1.

Grazing land can take many different forms, including both planted forage species and naturally

occurring species (often referred to as rangeland). Data from the Food and Agriculture Organi-

zation (FAO) were used in compiling maps of present-day land use in HYDE; HYDE’s pasture

data is based on the FAO’s “permanent meadows and pastures” (Klein Goldewijk et al., 2007).

These are defined as lands “used permanently (five years or more) to grow herbaceous forage

crops, either cultivated or growing wild (wild prairie or grazing land)” (FAO, 2015). The term

“pasture” is thus used throughout this chapter in this broad land-use sense. Note, however,

that this is distinct from any given land cover type, such as grassland or savanna – that is, all

pasture has herbaceous vegetation, but not all land with herbaceous vegetation is necessarily

pasture.

Spatiotemporal coverage and resolution

All analyses were performed at the native resolution of GFED3s, 0.25◦, with HYDE land-use

data being downscaled to match. The analysis covered the period 2001–2009, as HYDE data

for 2010 were not available.

1.4 Results

1.4.1 Fire extent

Every year, nearly half of all burned area is associated with agricultural lands (Fig. 1.2a):

pasture contributes 203Mha yr−1 of burned area, while cropland accounts for 21Mha yr−1. Non-

agricultural lands are associated with 243Mha yr−1 of burned area. Overall, the analysis slightly

overestimated total global annual burned area, giving 467.6Mha yr−1 instead of 466.9Mha yr−1

(+0.2% error).
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Figure 1.2: Observed and estimated annual time series of net observed and estimated global burned area (a; Mha) and C
emissions (b; Tg=Mt). Numbers in table represent annual means. “N.D.”: no data; “Crop+”: cropland+ cropland–
natural mosaic. Corresponds to Fig. A.2.

The distribution of fire emissions across land-use types differs strongly from what might be

expected based on their relative burned areas. Whereas annual burned area associated with

non-agricultural land was only ∼ 20% greater than that with pasture, non-agricultural land was

responsible for over 260% more fire C emissions (Fig. 1.2b). Emissions per area burned can be

thought of as the product of fuel load and combustion completeness – i.e., the amount of dead

and living biomass multiplied by the fraction combusted (Seiler and Crutzen, 1980). Fuel load

should be higher on average for non-agricultural lands than for pasture because pastures do not

have trees in densities comparable to more carbon-rich forest ecosystems. Moreover, although

croplands had a net positive contribution to global burned area, they had a net negative effect
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on fire emissions (Fig. 1.2). This suggests that, even though less area would have burned with

less cropland, the burning would be happening in more carbon-dense ecosystems. As with

burned area, total global fire emissions were very slightly overestimated (by less than 0.4%;

Fig. 1.2b).

Figure 1.3 shows time series plots as in Fig. 1.2 but broken down by GFED region. Pasture

can be seen to account for a sizable portion of burning in South America (NHSA and SHSA),

Africa (NHAF and SHAF), central Asia (CEAS), and Australia (AUST). Overall, the algorithm

reproduces the amount and interannual variability of total fire well at these large regional scales:

on a scatter plot comparing the estimated and observed burned area of the 1512 GFED region-

months (14 regions× 108 months), most points fall near the one-to-one line (linear regression y

intercept = −3.7 × 10−3, slope = 1.0008, Pearson’s r = 0.9997; Fig. A.3). The most apparent

discrepancies compared to GFED3s occur in Europe (EURO) and the Middle East (MIDE),

whose mean annual burned area totals are underestimated by ∼ 40 and ∼ 30%, respectively.

With respective mean annual observed burned areas of ∼ 11 200 and ∼ 15 800 km2 (0.2 and

0.3% of global fire activity), however, these are the least-burned GFED regions.

The net mean annual burned area associated with croplands, pasture, and other land is illus-

trated in the maps in Fig. 1.4. Pasture accounts for a large amount of burned area in the

savannas of NHAF and SHAF, with NHSA, SHSA, CEAS, and AUST being highlighted to a

lesser degree. Eastern Europe, northern Australia, various parts of sub-Saharan Africa, and

especially India’s Punjab state emerge as spots where cropland has a strong positive effect on

burned area (Fig. 1.4a). Cropland has a net negative effect on burned area in other places

– most notably Cambodia and southern Vietnam, Ethiopia and South Sudan, India, eastern

Argentina, and southeastern Australia. These are mostly biomes where vegetation tends to be

quite fire-prone, and thus where strong active and/or passive suppression due to cropland might

be expected. Interestingly, pasture and non-agricultural lands are also seen to sometimes have

net suppressive effects (Fig. 1.4b and c). In the case of pasture, this could be due to a passive

effect – grazing pressure can reduce fuel loads, leading to slower-spreading and/or less-frequent

fires (Cheney and Sullivan, 2009). Non-agricultural lands with net negative influence may result
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Figure 1.3: Annual time series of different fire types in each GFED region based on analysis of burned area (a; Mha)
and C emissions (b; TgC). Numbers in parentheses next to region names represent mean annual observed fire there
(either burned area or C emissions). “Crop+”: cropland+ cropland–natural mosaic. Corresponds to Fig. A.3.

from either active or passive suppression. People might use alternative management techniques

to avoid fire use on cropland or pasture near valuable or protected forests, for example. Alterna-

tively, if fire on pasture is at least to some extent unmanaged, less-flammable vegetation types

such as forest or wetland could serve to break up pasture into disconnected patches and thus

reduce how much it can burn. It is also important to remember that apparent negative influ-
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ences might not represent any real process, being instead artifacts of this analysis (see figures

in Appendix A).

Figure 1.4: Maps of mean annual burned area (km2) associated with (a) cropland, (b) pasture, and (c) other land.

These are calculated from monthly maps generated by the equation Bi = F̂kAk,i for each month and region. The
results can be interpreted as how much more (or less) fire would be expected if the area of the given land cover were
to double (and the others remain the same). Corresponds to Figure A.5. Compare with seasonal maps in Figures
A.8–A.11.

Overall, the algorithm generates maps of total fire that broadly agree with the distribution of

burning seen in the observations (Fig. 1.5). However, the spatial variation in burned area within

regions is not fully captured; we discuss this further in Section 1.5.3.
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Figure 1.5: Maps of net mean annual total burned area (km2): (a) estimated and (b) observed. Corresponds to
Fig. A.6.

1.4.2 Fire timing

The previous results have shown the influence of different land-use types on fire at an annual

level, but land use and management can also affect the seasonality of fire. Figure 1.6 shows,

for each GFED region, the mean seasonality of estimated and observed burned area and carbon

emissions as compared with observations. As expected based on the algorithm’s performance

with regard to annual total fire (Fig. 1.3), all regions except EURO and MIDE show good

correspondence between observations and estimates of total fire.

Estimated cropland fire is sometimes higher or lower than GFED3s for cropland or cropland–

natural mosaic. One reason for this is that the analysis may describe the net effect of cropland

on fire, as discussed above. Another is that detection of cropland, especially of small fields,

is difficult using moderate-resolution satellite imagery, such as the MODIS MCD12 data set

used in GFED3s (Friedl et al., 2010). Klein Goldewijk et al. (2007), for example, had to deal

with this in developing HYDE. In some regions – such as the contiguous 48 United States
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Figure 1.6: Seasonality of different fire types in each GFED region based on analysis of burned area (a; Mha) and C
emissions (b; TgC). Numbers in parentheses next to region names represent mean annual observed fire there (either
burned area or C emissions). Corresponds to Figure A.7.

(a.k.a. temperate North America, TENA), Europe (EURO), and central Asia (CEAS) – trends

of estimated cropland burned area closely follow those from observations (Fig. 1.6). In other

regions – such as Northern Hemisphere South America (NHSA) and equatorial Asia (EQAS) –

cropland has an apparent negative influence on burned area for several months of the year. a

comparison with observed cropland burning (of which there is little in such months) suggests that

this is often a nearly pure signal of a suppressive effect. The effect appears especially strong in
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EQAS during September and October, although the large amount of cropland–natural mosaic

burning complicates interpretation there. Pasture sometimes has a similar effect, although

rarely; this is most apparent in TENA, EURO, MIDE, and SEAS. In EURO and CEAS, even

other lands sometimes have a net negative estimated burned area. As discussed above, negative

influence of pasture and non-agricultural lands could reflect active and/or passive suppressive

effects associated with these land-use/cover types.

Figures A.8–A.11 present another way to examine the seasonal changes in the influence of differ-

ent land covers on burning. This presents an advantage over the regional time series discussed

above where contrasting patterns exist within one GFED region. For example, Fig. A.9a shows

that cropland is contributing to burned area in southwestern Australia from March to May,

but is suppressing fire in the northern part of the continent. Figure 1.6 does not capture this

pattern, instead making it appear as though cropland has no effect across the entire region of

Australia and New Zealand (AUST).

The effect of different land uses on fire can be best explored and understood by examining

patterns across a few regions. The savannas of western Africa have seen a good deal of remote

sensing, anthropological, and ecological research regarding their fire regimes and thus provide a

good example. The Sudanian savanna there experiences a distinct dry season from approximately

October or November through April or May, during which it burns extensively (Laris, 2002; Kull

and Laris, 2009). The fire regime is highly managed by people for agriculture and other purposes,

with burning generally initiated early in the dry season and suppressed later. Early fires can

have a number of benefits. For example, burning that occurs while the soil still has some residual

moisture allows herbaceous regrowth, replenishing food availability for livestock ahead of the

worst of the dry season (Mbow et al., 2000). Due to higher fuel moisture, these fires are also

often easier to control than more intense burns under more flammable conditions later in the

dry season. People often burn savanna early to fragment the burnable landscape, preventing

late-season burns that can damage property and resources (Laris, 2002).

We isolated three regions (Fig. 1.7a) that mostly fall into the ecoregions “West Sudanian sa-

vanna” and “Guinean forest-savanna mosaic” according to Olson et al. (2001). Small amounts of
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other land cover types – including lowland and montane forests, flooded savanna, and Sahelian

acacia savanna – are also included.

On average, this area sees a slight negative annual contribution of cropland to burned area – that

is, cropland tends to reduce the amount of burning on pasture and other lands. Pasture con-

tributes over a third of the observed annual burned area, with non-agricultural lands accounting

for approximately twice that. Observed total burned area, which is matched almost perfectly by

the estimate, peaks with pasture and non-agricultural burning in December (Fig. 1.7). As ex-

pected based on the literature on human fire management practices in this region (Mbow et al.,

2000; Laris, 2002), most fire associated with pasture and non-agricultural land occurs in the

early dry season – i.e., before January. Interestingly, though, the fire season for pasture seems

to begin and end about a month earlier than that of non-agricultural land: from about October

through January instead of November through February. Although early fire is often beneficial

for all savanna in the region, the added impetus of burning early to create food for livestock

appears to result in a distinct pattern. However, it is also possible that the October burning

represents intentional burning of short-grass savanna, which is not actually used by livestock but

may have been considered “pasture” in the land-use data (P. Laris, personal communication,

2015). An overall net suppressive effect of cropland is also evident. The strongest negative

influence corresponds with both the December peak of non-cropland fire and the harvest (P.

Laris, personal communication, 2015; Figs. 1.7, A.8–A.11). This emerges despite the fact that

at least some cropland burning (including cropland–natural mosaic) was observed throughout

the dry season (Fig. 1.7b). Even though there is some observed fire associated with cropland,

then, there would be much more if cropland were replaced with pasture or non-agricultural

land. This interpretation has assumed that negative values are meaningful, but similar patterns

emerge using constrained F̂k values (Fig. A.12).
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1.5 Discussion

1.5.1 First estimates of pasture-associated fire

Pasture fire accounts for about 43% of global annual burned area and about 22% of global C

emissions from fire. Pasture burning is especially important in CEAS, NHSA, NHAF, SHAF,

and SHSA, in each of which it accounts for over 40% of annual burned area. These regions

together comprise 81% of mean annual burning. As with the global numbers, the fraction

of annual fire emissions from pasture burning there is disproportionately small – only NHSA

has pasture contributing more than 40% of C emissions (Fig. 1.3b). These results are not
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qualitatively different in the analysis with F̂k values constrained to zero or above (Appendix

A).

In most regions, the seasonality of pasture burning is roughly similar to that of non-agricultural

land. a tendency for pasture to burn earlier than non-agricultural land is apparent in NHSA,

EURO, MIDE, NHAF, SEAS, and to some extent AUST (Fig. 1.6). The seasonality of these two

fire types is notably different in CEAS, where pasture fire peaks in August and non-agricultural

fire peaks in May. During the peak of pasture burning in that region, non-agricultural land

exerts a negative influence on total burning (Fig. 1.6). Some insight into the interplay of the

different land-use types in this region, as well as the intricacies involved in interpreting the es-

timates from our method, can be gleaned from a more detailed look at pasture and other fire

in CEAS. Most of the negative influence of non-agricultural land is concentrated in northern

Kazakhstan and surrounding Russia. This is also the subregion where most pasture fire is con-

centrated during its July–August–September peak, which corresponds to the strongest negative

influence of non-agricultural land. Taken together, these details suggest that there is at least

some uncontrolled burning happening on pasture there at that time, since the presence of other

land (presumably less-flammable vegetation types such as forest) appears to reduce pasture fire,

likely by fragmenting the burnable landscape.

1.5.2 Input data quality

As with all data analysis, the performance of this algorithm is restricted by how well its input

data represent the real world. Errors in the data sets of either land use or burned area will

propagate through to the F̂k estimates and partitioned maps of fire by land-use type.

The first step in the development of the HYDE land-use data set was the production of a map

of cropland and pasture representative of their distribution during the period 1990–2000. By

reconciling remote-sensing maps of land cover with country-level area totals from the FAO,

HYDE represented a significant advance over previous methods (Klein Goldewijk et al., 2007,

2010). However, the FAO numbers themselves may not be completely internally consistent,
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since they are compiled and reported by each country. A wide variety of ecosystem types and

land-use patterns might all qualify as what the FAO terms “permanent pasture,” and countries’

standards of what to report likely differ (Klein Goldewijk et al., 2007). Differing methods of

compilation introduce another source of uncertainty.

By incorporating active fire detections as an ancillary source of “burned area” information, the

algorithm used in GFED3s was designed to avoid (as much as possible) the issue of fires much

smaller than a single sensor pixel being excluded (Randerson et al., 2012). Even though GFED3s

includes much more cropland fire than GFED3, it likely still misses much such burning. For

example, McCarty et al. (2009) used fieldwork to inform a remote sensing estimate of cropland

burning in the contiguous US and found that an average of more than 1.2Mha yr−1 burned be-

tween 2003 and 2007; during the same period, GFED3s has only 0.67Mha yr−1 (or 0.93Mha yr−1

if also including cropland–natural mosaic). Moreover, the “small fires” improvement may not

have improved the detection of burning underneath a relatively undamaged canopy, which poses

a challenge even for active fire sensors and algorithms (Giglio, 2013). In regions of southern

Africa with tree cover ≥ 21%, this was blamed for a 41% underestimate of burned area in an

assessment of the algorithm underlying most of GFED3 (Giglio et al., 2009); a similar assessment

has not been performed for GFED3s.

1.5.3 Impacts of regional analysis

The specific set of regions chosen for this analysis can be important for the quality of the

results. One aspect to consider is that analysis regions that are too extensive may encompass

too many different fire patterns for any one set of F̂k values to describe well. This may have

been the cause of the poor performance in EURO and MIDE with regard to total fire (Fig. 1.3):

both include parts of one or more very large analysis regions (Fig. 1.1). Fire is much more

frequently used to manage croplands in the eastern part of the large EURO analysis region than

in the west (Lin et al., 2012). This could be due to different crops being grown, but this seems

unlikely since wheat and maize comprise most of the cropland across the region (Leff et al.,

2004). Instead, differences in cultural history, policies regulating residue burning, and economic
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Figure 1.8: Scatter plots comparing estimated and observed total burned area. Gray points represent (a) each analysis
region and month (region-month) or (b) individual gridcells ( 1

75
of cells chosen at random for plotting). Red lines

represent the best-fit line from linear regression, with the regression in (b) fit to the red points, which represent mean
observed and estimated values of gridcells in bins of observed burned area equally spaced along the X axis (with at
least 100 gridcells required for a bin to be included). Values ≤ 0 not shown due to log-scale axes. Gridcells in region-
months with no observed fire, where the analysis was not performed, were excluded from both plots and regressions.
Corresponds to Figure A.13.

conditions probably play a large role. Breaking the large region into more fine-grained regions

would likely better account for this heterogeneity in fire patterns and practices.

On the other hand, analysis regions that are too small – specifically, those that do not sample

gridcells with a wide range of values for each land cover type – may serve to confound the results.

In an extreme example, a region that had no cropland would be assigned F̂c = 0. However,

because no cropland was observed, the true effect cropland would have in the region might
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actually be different from zero. In a less extreme case, burning patterns might be controlled

mostly by the influence of one dominant land cover type. This sort of effect could be at play in

BOAS, for example, where (as discussed above) total regional burned area is estimated accurately

despite its containing several large regions.

Another, more general consequence of the regional analysis is that spatial heterogeneity of

burning within analysis regions is not well represented in the results. As expected based on

the mathematics involved in the parameterization, the total estimated amount of fire at the

regional level is usually quite accurate (Fig. 1.8a) – estimated total burned area was correct to

within 5% in 86% of region-months with fire observed. A best-fit line through a plot of the

total observed vs. estimated burned area of all region-months illustrates this. With a slope near

one, intercept near zero, and high value of Pearson’s r, most of the estimated means lie near

the one-to-one line. On a finer-grained level, a best-fit line through the mean estimated burned

area of bins of grid-cell-level observed burned area, equally spaced on a log scale, shows that the

algorithm tends to overestimate burning where there is little observed fire and underestimate

where observed burning is high (Fig. 1.8b), but the scatter of individual grid cells around these

binned averages is large. Especially noticeable is the large number of gridcells with zero (or very

little) observed fire that are overestimated by the algorithm. When calculated across all gridcells

in all months, the coefficient of determination R2 = 0.356, indicating that only just over a third

of the variation in spatiotemporal patterns of fire can be explained by land-use distributions.

More of the variability is due to factors governing fuel availability and moisture, such as net

primary productivity, temperature, precipitation, and humidity (Bistinas et al., 2014; Lasslop

et al., 2015b). In region-months where land cover distributions have very low explanatory power,

the individual F̂k values should tend towards the total fraction of land burned.

The maps in Fig. 1.5 illustrate this problem in a more intuitive format. Although fire activity

is usually well characterized at the level of the analysis region (as illustrated by Fig. 1.8a),

Fig. 1.5 shows that it does not fully incorporate the heterogeneity evident in the observations as

illustrated by Fig. 1.8b). Thus, interpretations of the maps in Fig. 1.4 should focus on general

patterns without delving too deeply into gridcell by gridcell variation.
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Finally, because the GFED region boundaries do not all correspond to those of the analysis

regions, GFED regions without much fire are highly sensitive to inclusion of parts of analysis

regions with too much or too little estimated fire. This also may have contributed to the poor

performance in EURO and MIDE (Fig. 1.3). For example, Afghanistan (MIDE) is included in

analysis region 26, “west-central Asian desert steppe” (AR26), which is not completely contained

by MIDE. Afghanistan is an area of overestimate in AR26, and although it is balanced out by

underestimates elsewhere in that region (especially along its northern boundary), MIDE only

includes the overestimate. This effect, then, contributes to the net overestimate in MIDE.

1.6 Conclusions

The analysis presented here shows that agriculture does have far-reaching consequences on veg-

etation fire, often in ways not previously measured or considered at large scales. The widely

acknowledged suppressive effect of cropland (Archibald et al., 2009; Andela and van der Werf,

2014) is quantified by broadening the scope of land-use associations with burning to include fire

prevented on other land-use types. Pasture, previously not considered as a distinct land-use

type in estimates of fire activity since it is not mapped globally at high resolution, is shown to

account for nearly half of global annual burned area (Fig. 1.2a). Importantly, analysis at the

regional and monthly level elucidates for the first time variations in management practices and

other patterns across space and time. For example, although cropland has a net suppressive

effect in parts of the world such as Southeast Asia, it enhances fire activity in regions such as

southern Mexico (Fig. 1.4a). Even within a given region, such as the one examined in western

Africa (Fig. 1.7), cropland can have either an enhancing or suppressive effect on fire, depending

on the time of year (Figs. 1.7, A.8–A.11).

These new estimates of burning associated with cropland, pasture, and other land could be used

for a variety of purposes. For example, a lack of data has contributed to cropland and pasture

management burning being mostly ignored in global fire models (although see Li et al., 2013;

Pfeiffer et al., 2013); the results from this work could inform the development of mechanisms to
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account for such practices. Future development of this algorithm could add terms to explicitly

account for interactions between land uses, such as cropland suppressing fire on non-agricultural

land. This would generate estimates of burning on cropland separate from its effect on other

land-use types, further improving the utility of the results.
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Chapter 2
The FINAL global fire model, version 1:

Incorporating modern-day cropland and

pasture burning practices

2.1 Abstract

The Fire Including Natural & Agricultural Lands model (FINAL), which for the first time
explicitly simulates cropland and pasture management fires based on how people use burning to
manage their land, is described. The non-agricultural fire module uses empirical relationships
in a quasi-mechanistic framework to estimate burned area. A novel automated optimization
routine is used to fit parameters in the non-agricultural module, which improves fidelity of the
model to observations of non-agricultural fire. This represents the first time a global fire model
has been designed to replicate the patterns of non-agricultural fire unpolluted by cropland and
pasture burning. The agricultural fire component is forced with previously-derived estimates of
cropland and pasture fire frequency (Ch. 1). Unsurprisingly, then, FINAL accurately simulates
the amount, distribution, and seasonal timing of burned cropland and pasture over 2001–2009
(global totals: 0.434×106 and 2.02×106 km2 yr−1 modeled, 0.454×106 and 2.04×106 km2 yr−1

observed), although associated carbon emissions for cropland and pasture fire are overestimated
(global totals: 0.297 PgCyr−1 and 0.712 PgCyr−1 modeled, 0.194 PgCyr−1 and 0.538 PgCyr−1

observed). The non-agricultural fire module is less accurate: It markedly underestimates global
burned area (1.66× 106 km2 yr−1 modeled, 2.44× 106 km2 yr−1 observed) and carbon emissions
(1.33 PgCyr−1 modeled, 1.84 PgCyr−1 observed), with some regions seeing too much fire and
others too little. Taken as a whole, FINAL represents an important step in the development of
global fire models, but room for improvement remains.
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2.2 Introduction

Vegetation fire is an important force for the Earth system at local, regional, and global scales. It

can shape ecosystems (Bond and Kelley, 2005; Staver et al., 2011a), affect human health (John-

ston et al., 2012; Marlier et al., 2012; Hahn et al., 2014), exacerbate or mitigate anthropogenic

climate change (Ward et al., 2012; Ciais et al., 2013), and cause direct economic damage (Doerr

and Sant́ın, 2013; Bryant and Westerling, 2014). Fire occurrence can even affect the likelihood of

more burning, through positive and negative feedbacks resulting from fire’s impact on weather,

climate, and vegetation (Laurance and Williamson, 2001; Balch et al., 2008; Zhang et al., 2008).

Anthropogenic climate change and increases in atmospheric carbon dioxide concentrations have

already increased – or can be expected to increase – the frequency and severity of burning in

some parts of the world, while other regions could see decreased burning (Gillett et al., 2004;

Westerling et al., 2006; Flannigan et al., 2009; Krause et al., 2014)

However, fire does not exist solely at the interface of climate and vegetation. Humans play an

important role in regulating the fire regimes of many regions around the world (Flannigan et al.,

2009; Bowman et al., 2011). This can come about as a result of many processes, one of which is

fire’s use as tool to manage agricultural lands. Croplands can be burned to facilitate planting

or harvest; for example, sugarcane is typically burned before being harvested, and farmers in

many parts of the world burn their crop wastes in the field after harvest (Yevich and Logan,

2003). Pastures and rangelands often see regular burning to reinvigorate the soil and control

non-palatable weeds (Uhl and Buschbacher, 1985; Laris, 2002).

The way people burn croplands and pasture in a given region can differ from how the ecosystems

there would burn in the absence of humans, in terms of both frequency and seasonal timing

(Le Page et al., 2010; Magi et al., 2012; Rabin et al., 2015). This is significant for modeling

efforts because it suggests a decoupling of agricultural fire from the mechanisms governing non-

agricultural fire. For example, whereas the fire regime of southern Mali might naturally be
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dominated by large burns late in the dry season, humans have imposed a regime of small,

scattered early burning to avoid such hard-to-control fires (Laris, 2002, 2011).

A full accounting of the importance of vegetation fire to the Earth system at present as well as

historically and into the future requires the use of dynamic global vegetation models (DGVMs).

These simulate processes of vegetation establishment, growth, mortality, disturbance, and com-

petition at large scales using varying levels of mechanism, which allows the regional- and global-

level biogeochemical implications of ecosystem dynamics to be fully estimated. When DGVMs

are coupled with models of the soil, atmosphere, and oceans, the resulting Earth system models

(ESMs) even simulate how these major components of our planet interact with and feed back

upon one another. To understand the complex nature of fire’s role in the Earth system, then,

realistic models of vegetation burning must be designed and incorporated into DGVMs.

However, previous development of global fire models has mostly ignored the effects that agri-

cultural management burning can have on real-world fire patterns. Anthropogenic effects on

fire most commonly are modeled as dependent solely on population density, not land use (e.g.,

Venevsky et al., 2002; Arora and Boer, 2005; Pechony and Shindell, 2009; Thonicke et al., 2010;

Li et al., 2012; Melton and Arora, 2015; Hantson et al., 2016). Moreover, the effect of population

density is only to increase or decrease the amount of fire relative to that which would occur natu-

rally – not to affect the intra-annual timing of fire. There are a few exceptions. The LPJ-LMfire

model (Pfeiffer et al., 2013) includes functions to simulate how pre-industrial societies could

manage cropland and pasture using fire, but these depend on assumptions that do not make

sense in today’s technological environment. A fire model developed for the Community Land

Model by Li et al. (2013) simulates cropland fire, with annual burned area based on socioeco-

nomic data (population density and gross domestic product) and timing based on observations,

but pasture is not simulated as a land cover/use type distinct from grassland. The HESFIRE

model (Le Page et al., 2015) accounts for how the amount of human land use (cropland and

urban areas) affects burning, but again pasture is not considered. Neither of these latter two

models, moreover, take into account how human activity can affect the timing of fire.

30



To some extent, the neglect of pasture burning in particular can be attributed to a lack of data.

Cropland and a number of other vegetation types can, like fire, be algorithmically mapped

using medium-resolution satellite imagery. Overlaying maps of vegetation type and burned area

allows the generation of observational datasets of fire activity on different land covers (e.g.,

Giglio et al., 2010). However, no such map of global pasture distribution exists – only maps

at relatively coarse resolutions describing the fraction of each gridcell that is pasture (e.g.,

Ramankutty et al., 2008; Klein Goldewijk et al., 2010). Developers of global fire models have

thus, when aiming to design and parameterize models of non-agricultural burning, been limited

in their choice of observational data with which to constrain their models. The options have

been to either focus on regions with low fractions of cropland and/or pasture (thus potentially

biasing their parameterization towards parts of the world inhospitable to agriculture) or to use

a dataset “polluted” with signals from cropland and/or pasture burning. However, we now have

estimates of the amount of fire associated with cropland, pasture, and non-agricultural lands at

regional scales (Ch. 1; Rabin et al., 2015). This presents an opportunity to create a fire model

that not only explicitly simulates burning practices on cropland and pasture, but also to develop

a model of non-agricultural burning based on a purer observational signal.

However, the choice of reference data is only the first step in model development. Model fitting,

also referred to as optimization or parameterization, is also critical, and many different methods

can be used. Empirical fire models have often been fitted against observations of weather, cli-

mate, vegetation state, and anthropogenic factors using regression-type methods (e.g., Archibald

et al., 2009; Lehsten et al., 2010) or multidimensional search algorithms (Knorr et al., 2014).

Unfortunately, because they do not account for the effect of fire on vegetation, the models re-

sulting from these methods can produce unexpected results. Imagine two DGVM-coupled fire

models that are identical except for a few parameter values. These might be expected to simulate

different amounts of burned area: The difference in those parameters results in different rules

governing fire’s behavior. But because fire is simulated to burn vegetation, they also produce

different environments in which fire occurs: All other things being equal, an ecosystem that

burns more frequently will have less biomass. Because biomass makes up the fuel for vegetation

fires, this fire-biomass feedback represents an indirect effect of changing parameter values on
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simulated burned area. Of these two effects – different rules and different environments – pre-

vious models fit using regression or multidimensional search algorithms (e.g., Archibald et al.,

2009; Lehsten et al., 2010; Knorr et al., 2014) only accounted for the former.

Quasi-mechanistic models that include processes intended to represent real physical mecha-

nisms controlling fire occurrence and spread – such as the one presented here – are often run

interactively with vegetation during development, thus accounting for both effects of changing

parameters. But although this process is performed in combination with data from the literature

when possible, it is rather manual and based on trial and error. Ideally, model fitting would

combine the best parts of these two approaches, algorithmically searching parameter space for

the “best” set of values based on how the model actually performs. Recently, Le Page et al.

(2015) used the Metropolis Markov Chain Monte Carlo method to do just this in fitting the

HESFIRE model.

Here we describe the development and performance of a global fire model that uses the new

disentangled estimates of burned area associated with cropland and pasture (Ch. 1) to explicitly

simulate land management burning practices on those lands using derived climatologies. The

model also includes a model of non-agricultural fire that is fit against the purer, non-agricultural

burning data – i.e., observations excluding fire on cropland and pasture – using an algorithm

that explores parameter space interactively with the fire and vegetation model.

2.3 Fire model

The Fire Including Natural & Agricultural Lands (FINAL) model comprises two different sub-

models, simulating separately fire on agricultural and non-agricultural land. Here we describe

the model’s structure, beginning with the land and vegetation model within which it has been de-

veloped, then detailing the separate setups used for simulating non-agricultural and agricultural

fire, and finally explaining the simulation of fire’s effects on vegetation.
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2.3.1 LM3

LM3, run by the National Oceanographic & Atmospheric Administration Geophysical Fluid

Dynamics Laboratory (NOAA-GFDL), is a state-of-the art global dynamic vegetation and land

surface model that can be run either offline or interactively with atmosphere and oceans in

GFDL’s Earth System Model (Shevliakova et al., 2009; Dunne et al., 2013). It simulates five

different live plant biomass pools: leaves, heartwood, sapwood, labile carbon, and fine roots.

(The heartwood, sapwood, and labile carbon pools can also be thought of as combining to form

the “stem” biomass pool.) One of five different plant “species,” representing biome types with

different physiological properties, is assigned to each point based on bioclimatic envelopes and

amount of biomass.

One of LM3’s most interesting features is its use of sub-gridcell units called tiles, which allow

land in different land use types (and in different stages of recovery from land use) to have distinct

simulated vegetation and soil. Gridcells can have one each of “natural,” cropland, and pasture

tiles, along with several “secondary” tiles representing land in different stages of recovery from

wood harvesting or agricultural abandonment. (There are also non-vegetated tiles representing

glaciers and lakes.) Tiles are not spatially arranged, instead existing effectively as a list within

each gridcell. Wood harvest and land use transitions occur once per year. At the same time,

secondary tiles are merged together if they have similar amounts of heartwood biomass; this

prevents the computational burden from becoming unreasonable.

LM3’s structure lends itself nicely to fire modeling: Tiles could allow LM3 to simulate the

heterogeneity of vegetation that fire can create across a landscape, and cropland and pasture

tiles could have fire occur in a completely different way than non-agricultural tiles. However,

the original LM3 fire model was rather simplistic: Cropland and pasture did not burn at all, and

elsewhere, fire would happen once per year based on fuel loading, drought, and historical fire

frequency (Shevliakova et al., 2009). The next two sections will describe the structure of the new

fire models developed for non-agricultural (natural and secondary; Sect. 2.3.2) and agricultural

(cropland and pasture; Sect. 2.3.3) tiles.
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2.3.2 Fire model: Non-agricultural land

The fire model for non-agricultural lands is based on that developed for the Community Land

Model by Li et al. (2012, 2013). Total burned area (BA) in the natural and secondary fire model

is calculated as the product of the number of fires (Nfire) and burned area per fire (BApf ):

BA = Nfire ×BApf . (2.1)

Number of fires

Lightning and humans both serve as sources of ignitions, some fraction of which actually become

fires. Li et al. (2012) modeled their equation for the density of lightning ignitions after that

elaborated by Prentice and Mackerras (1977). At each time step, the number of ignitions from

lightning (In, ignitions km
−2) is a function of latitude (Λ, radians) and the density of lightning

flashes (L, flashes km−2):

In = L× (5.16 + 2.16cos [3Λ])−1 . (2.2)

The number of anthropogenic ignitions (Ia, ignitions km
−2) is a function of population density

(people km−2):

Ia = (βIa × PD)×
(
6.8× PD

−0.6
)

(2.3)

With βIa representing the rate of ignitions per person at each time step and PD representing

population density (people km−2), the first part of Equation 2.3 gives a starting value for

density of anthropogenic ignitions per time step.1 The second part of Equation 2.3 is intended

1Throughout the rest of this chapter, β will denote parameters determined during our optimization routine
(Sect. 2.3.6). The final values of these parameters can be found in Table 2.3.
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to represent the fact that each person can be expected to light fewer fires as population density

increases (Venevsky et al., 2002).

To calculate the number of ignitions actually becoming fires (Nfire), the total number of ignitions

(AT [In + Ia], where AT is the area of the tile in km2) is multiplied by five functions that vary

from zero to one, representing the suppressive effects of relative humidity (fRH), soil moisture

(fθ), aboveground biomass (fAGB), temperature (fT ), and population density (fPD
):

Nfire = AT (In + Ia)× fRH × fθ × fAGB × fT × fPD
. (2.4)

Li et al. (2012) calculate the effect of relative humidity on number of fires as

fRH = max

(
0,min

[
1,

0.7−RH

0.7− 0.3

])
, (2.5)

where RH (range 0–1) is the relative humidity in the tile. Relative humidity ceases limiting

fire (i.e., fRH = 1) below RH = 0.3, and it suppresses all fire above RH = 0.7. However,

the artificial limitation of this formulation to the range [0, 1] would cause problems during our

parameterization, which requires a continuously differentiable function. Instead we used the

Gompertz function:

fRH = exp (−βRH,1 × exp[− βRH,2 ×RH ]) . (2.6)

This function also varies between zero and one, with the parameter βRH,1 controlling the location

of the curve along the X axis and and βRH,2 determining the steepness of the function as it

decreases from one to zero.
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Li et al. (2012) formulate the effect of soil moisture on number of fires as

fθ = exp

(
π ×

[
θ

θe

]2)
, (2.7)

where θ is volumetric soil moisture and θe is a parameter determining the soil moisture level

where approximately 95% of fires are suppressed. This is a continuously differentiable function,

but for consistency we translated it (like fRH) into a Gompertz function:

fθ = exp (−βθ,1 × exp[− βθ,2 × θ ]) . (2.8)

In addition to flammability as determined by fuel moisture, Li et al. (2012) calculate the effect

of above-ground biomass on number of fires as

fAGB = max

(
0,min

[
1,

AGB −AGBlo

AGBup −AGBlo

])
, (2.9)

where AGB (kgCm−2) is the sum of aboveground2 biomass in the heartwood, sapwood, la-

bile carbon, live leaf, and leaf litter pools. The parameters (kgCm−2) determine the levels

of aboveground biomass below which fire is impossible (AGBlo) and above which biomass is

no longer limiting (AGBup). However, as with fRH , the fact that this function is not continu-

ously differentiable would create problems for parameterization, so we used a Gompertz function

instead:

fAGB = exp (−βAGB,1 × exp[− βAGB,2 ×AGB ]) . (2.10)

2LM3 assumes that 80% of the total biomass carbon in the heartwood and sapwood pools is in the aboveground
stem, with the rest being in coarse roots.
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The effect of temperature on number of fires is calculated as

fT = max

(
0,min

[
1,

T − Tlo

Tup − Tlo

])
, (2.11)

where T (◦C) is the temperature of the canopy. The T∗ parameters (◦C) serve the same purpose

as the parameters in the original formulation of fAGB (Eq. 2.9); that is, no fire can occur (fT = 0)

at or below Tlo and temperature does not limit fire (fT = 1) at or above Tup. After Li et al.

(2013), we set Tlo to –10 ◦C and Tup to 0 ◦C. Because we did not include this function in the

optimization, we did not convert it to a Gompertz function as we did with fRH and fAGB.

The suppressive effect associated with increasing population density on all potential fires (as

opposed to just anthropogenic ignitions, as accounted for in Eq. 2.3) is calculated as

fPD
= 1− (0.99− 0.98× exp [−βPD × PD]) , (2.12)

where PD is human population density (people km−2). fPD
→ 0.01 as PD → ∞, and fPD

= 0.99

where PD = 0, after Li et al. (2012). βPD determines the shape of the function between these

limits.

Li et al. (2013) also included a suppressive effect of per-capita gross domestic product (GDP)

on number of fires. This was based on the idea that relatively wealthy parts of the world

might have more valuable property to protect and a better capacity for suppression than less

developed regions. However, for several reasons, we chose not to include this function. First,

although globally gridded maps of GDP exist for the past 25 years or so (van Vuuren et al.,

2007), no existing data sets describe the distribution of economic status before 1990. Second,

the functions elaborated by Li et al. (2013) are somewhat ad-hoc, not taking into account

other variables that might be responsible for the observed relationships. Bistinas et al. (2014),

for example, showed that an apparent relationship between GDP density (GDP per area) and

burned area (Aldersley et al., 2011) can be better explained as an emergent property resulting
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from the effect of population density, which is a major influence on GDP density. That result

does not deal with GDP per capita, of course, but it does indicate the care that must be taken

to avoid confounding variables when modeling fire. We thus declined to include GDP effects on

burning in our model.

Burned area per fire

Burned area per fire is calculated based on an approximation of individual fires having elliptical

shapes, with the point of ignition being one focus and the fastest spread occurring along the

major axis (Fig. 2.1). It is made up of three main components: Duration, shape, and rate of

spread.

Figure 2.1: Approximation of fire as an ellipse.

Up to a certain point, fires become more elongated with increasing wind speed. That is, higher

winds increase the length-to-breadth ratio LB (Fig. 2.1):

LB = 1 + 10× (1− exp[−0.06W ]), (2.13)

38



where W is wind speed (m s−1) at 10 meters above ground level. High winds also increase rate

of downwind spread relative to the rate of upwind spread, which can also be thought of as

increasing the head-to-back ratio HB (Figure 2.1). HB is related to LB as

HB =
LB +

√
LB2 − 1

LB −
√
LB2 − 1

, (2.14)

Forward rate of spread (ROSf , m s−1) – i.e., spread rate downwind from an ignition – is a

function of wind speed, fuel moisture, and vegetation type. Vegetation type (“species” sensu

LM3) determines the maximum possible rate of spread in a tile. We initially defined maximum

rate of spread for each species (ROSmax,sp) based on similar PFT-specific values used by Li et al.

(2012 and Corrigendum): 0.4 m s−1 for C3 and C4 grass, 0.3 m s−1 for tropical and evergreen

trees, and 0.22 m s−1 for temperate deciduous trees.3 However, we included maximum rate

of spread for tropical tree and C3 and C4 grass in the parameterization (βROStt and βROSgr,

respectively; Sect. 2.3.6), so 0.4 m s−1 and 0.3 m s−1 represent their starting values. Their final

values can be found in Table 2.3.

The rate of spread realized by any given fire increases with wind speed towards the limit of

ROSmax,sp according to the function g(W ):

gW =
2LB

1 +HB−1
× g0, (2.15)

where

g0 =
1 +HB−1

max

2LBmax
, (2.16)

3Note that although Li et al. (2012 and Corrigendum) actually used 0.22 m s−1 for all forest types other than
needleleaf, we increased the maximum rate of spread in tropical tree tiles closer to that given by Li et al. (2012
and Corrigendum) for shrub PFTs (0.3 m s−1). This was done because the rate of spread in tropical savannas is
much higher than that in tropical closed forests (especially moist forests), but LM3 has no “shrub” or “savanna”
species, with the result that much of the world’s tropical savannas are classified as “tropical tree.”
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Here, LBmax = 11 and HBmax ≈ 482 are the limits of LB and HB as W → ∞ (Equations 2.13

and 2.14).

Fires spread more slowly in wet conditions, so fuel moisture is considered in rate of spread. Li

et al. (2012) multiplied rate of spread by fRH (Equation 2.5) as well as fRH(θ), the latter being

identical to fRH except with soil moisture (θ) replacing relative humidity (RH). However, we

substituted fRH(θ) with fθ for simplicity and transparency. Thus, the complete equation for

forward rate of spread is as follows:

ROSf = ROSmax,sp × g(W )× fRH × fθ. (2.17)

The final component of burned area per fire is the length of time between ignition and extinction.

After Li et al. (2012), we set fire duration (d, seconds) to 24 hours (86,400 s).

BApf =
π × (ROSf × d)2

4× 106 × LB
×
(
1 +HB−1

)2
. (2.18)

Li et al. (2013) also include functions that reduce burned area per fire based on population

density and GDP per capita. We did not include either of these. The issues with using GDP

per capita are described in Section 2.3.2 above. Population density might be considered a

more trustworthy and meaningful statistic, but as with the GDP functions, the method used

by Li et al. (2013) to describe the effect of population density on fire size was somewhat ad-hoc

and did not take into account possible confounding factors. Moreover, our model optimization

(Sect. 2.3.6) would have essentially seen the functions relating population density to number of

fires and burned area per fire as one large, complicated function. For simplicity and parsimony,

then, we did not include an effect of population density on burned area per fire.
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Several limits are imposed on BApf . If the burned area calculated at a time step (i.e., BApf ×

Nfire) is greater than the area of the tile that has not yet burned that day (At,un), BApf is

adjusted for consistency:

BApf =
At,un

Nfire
. (2.19)

Moreover, we add a limitation to fire size based on landscape fragmentation, based on the idea

that fragmentation of the landscape into burnable and unburnable patches tends to prevent

fires from reaching their maximum possible size (Archibald et al., 2009; Hantson et al., 2015).

Maximum possible fire size as a function of tile size and fraction unburnable area in the gridcell

is modeled after the function described by Pfeiffer et al. (2013):

BApf,max = At ×
(
1.003 + exp

[
16.607− 41.503×

Ag,unburnable

Ag

])−2.169

. (2.20)

Here, Ag refers to the area of land (including nonvegetated “land” such as glaciers or lakes)

in the gridcell, and Ag,unburnable refers to the area of vegetated land in the gridcell other than

cropland. BApf,max is calculated at the end of each model day – after burning, tile splitting,

and land-use transitions have occurred – and applied to the following day.

Burned area is calculated at every fast time step (30 model minutes) and accumulates throughout

each day. At the end of each model day, burning occurs (Sect. 2.3.4).

2.3.3 Fire model: Cropland and pasture

Burned area on cropland and pasture tiles is estimated in a much more simplistic manner than

that on natural and secondary tiles. At the beginning of each month, some fraction of each

cropland and pasture tile burns according to a mean monthly climatology of burned fraction of

cropland and pasture. These gridded climatology maps are based on results from the unpacking
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analysis (Ch. 1), which provided estimates of burned area associated with cropland, pasture,

and other land on a month-by-month basis. The results presented in the main text of Chapter 1,

with F̂k unconstrained, give the net effect of each land-use/cover type on burned area, including

any suppressive effects cropland, for example, might have on burned area on non-agricultural

land. However, here we use the results with F̂k constrained to non-negative values (App. A),

which should provide a more reasonable estimate of how much burning actually occurs on each

land cover type.4

2.3.4 Fire effects

Carbon in the leaves, stems, and aboveground litter of a burned tile is combusted (i.e., transferred

to the smoke pool; Sect. 2.3.5) according to species-specific fractional combustion completeness

(CC) values based on those used by Li et al. (2012). The remaining non-combusted biomass

in leaves, stems, and fine roots is subjected to species- and pool-specific fractional mortality

(M ; i.e., transferred to above- or belowground litter), again based on values from Li et al.

(2012). Combustion completeness and mortality values used here can be found in Table 2.1.

Note that although the heartwood and sapwood pools are assumed to be 80% aboveground

(“stems”) and 20% belowground (“coarse roots”), CCstem and Mstem are the same for both

above- and belowground pools. This was necessary because LM3 assumes a constant 80%–20%

split. However, fire-killed heartwood and sapwood is transferred to aboveground or belowground

litter proportionally.

If less than 1 km2 of a tile burns, the tile’s biomass is reduced according to CC × BF and

M ×BF , where BF is the burned fraction of the tile. This is the method that has been used by

every other global fire model previously developed. However, it does not reflect the reality that

an actual fire results in a mosaic where only part of the landscape has been burned. So when

≤ 1 km2 burns in a given day, the model splits the tile into two new tiles – one burned and one

unburned. This “fire tile splitting” occurs on all land cover types except cropland.

4For simplicity, the data from Chapter 1 may be referred to henceforth as the data from the “unpacking”
analysis, or the “unpacked” data. The term “other land” may also be used to refer to non-agricultural land.
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Table 2.1: Combustion completeness and mortality values for each “species” and tissue pool. Note that “stem” refers
to both aboveground and belowground stem biomass, and that “root” refers only to fine roots.

Combustion completeness Mortality
Species Leaf Stem Root Litter Leaf Stem Root Litter

C4 grass 0.85 1.00 0 0.85 0.85 0.00 0.20 0
C3 grass 0.85 1.00 0 0.85 0.85 0.00 0.20 0
Tropical tree 0.70 0.15 0 0.50 0.70 0.60 0.10 0
Temperate
deciduous tree

0.70 0.10 0 0.45 0.70 0.55 0.07 0

Evergreen tree 0.75 0.20 0 0.55 0.75 0.65 0.13 0

2.3.5 Other changes

The implementation of daily fire and associated tile splitting necessitated many adjustments to

parts of the LM3 codebase not dealing with fire directly. Previously, tiles would only be created

and/or merged once per year, and secondary vegetation was the only land type allowed to have

multiple tiles within a single gridcell. The code for land transitions needed to be reworked

to allow daily splitting and merging. We also changed the code to allow all vegetation types,

instead of just secondary land, to have multiple tiles (although we disabled this on cropland to

reduce computational demand).The criteria for merging tiles were also altered to be based on

aboveground biomass available for fire (AGB in Equation 2.9) instead of heartwood. Moreover,

we changed the binning structure by which tiles are determined to have similar-enough biomasses

to be merged. Previously, bin edges were located at 0.5, 1, 2, 3, 4, 5, 6, 8, 10, and 1000 kgCm−2.

To better sample ranges of biomass where fuel is limiting, we replaced the first two bin edges

with 0.1, 0.3, 0.5, 0.7, 0.9, and 1.1 kgCm−2. Finally, various aspects of carbon accounting

throughout the model needed to be adjusted for daily tile splitting and merging.

More frequent fire also required other changes. Previously, grazing of pasture happened once

per year, but in order to more reasonably simulate emissions from pasture fire we made grazing

occur daily. For the main runs (FINAL V0 and FINAL V1; Table 2.2), we also boosted the fraction

of live leaf biomass removed by grazers from ∼0.07% day−1 to 4% day−1. This resulted in more

realistic estimates of aboveground biomass in pasture, and of annual global consumption of

biomass by grazers.
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The “smoke pool,” a virtual pool of carbon emitted by annual fire in the original LM3 imple-

mentation, was set to be emitted gradually over the course of the next year. The idea here

was to avoid sudden unrealistic pulses of emissions, but now with daily fire it would be more

unrealistic to pretend that it takes a year to emit the carbon from one day’s burning. We thus

adjusted the decay rate of the smoke pool for it to be drawn down over the course of a day

rather than a year.

Finally, we used the CORPSE soil model (Sulman et al., 2014), which in addition to simulating

the dynamics of soil organic matter also simulates leaf litter and coarse wood litter pools. This

is important in some ecosystems where leaf litter is an important component of aboveground

biomass and/or woody litter comprises a significant portion of fire emissions. However, the

default setting for CORPSE is to simulate 15 different belowground soil cohorts, which poses a

significant computational demand. To improve computational efficiency (especially important

with the creation of so many tiles due to fire splitting on multiple land use types), we set

CORPSE to simulate only one belowground soil cohort.

2.3.6 Parameter optimization

Simply copying parameters from the model described by Li et al. (2012, 2013) exactly was not

possible for a number of reasons. First, here we have separated out both cropland and pasture

from each other and from non-agricultural burning. Li et al. (2013), on the other hand, included

special modules for cropland, deforestation, and peat fire – pasture burning being convolved

with all other fire. Now that we have extracted from non-agricultural burning the influence

of pasture, a significant source of fire activity that often differs from what might be expected

under a totally “natural” fire regime, we expect to find different relationships between fire and

its driving variables. Second, CLM is of course a different model than LM3, with its own

idiosyncrasies and biases distinct from those of LM3. Although Li et al. (2012, 2013) strove to

parameterize their equations based on independent data as much as possible, some functions

were entangled with how their model itself worked. Third, as described in Section 2.3.5, we added

some processes and removed others. Fourth, Li et al. (2012, 2013) tested their model against

44



the GFED3 burned area dataset, whereas we used the GFED3s dataset, which has significantly

more burned area than GFED3. Finally, Li et al. (2012, 2013) used different climatic forcing

data than we did.

All these differences meant that we needed to reparameterize at least some parts of the non-

agricultural fire model. Here we begin by briefly walking through the algorithm used to carry

out the optimization, and then describe the parameters that we chose to optimize.

The Levenberg-Marquardt algorithm

We used the Levenberg-Marquardt method as the basis of our optimization routine. This al-

gorithm uses the first derivatives of a performance metric with respect to each parameter to

iteratively move through parameter space in search of a local minimum of the sum of squared

errors. It starts with some initial guess, then evaluates the sum of squared errors S in non-

agricultural burned area between the unpacked data and the estimates generated by the model:

S =

M∑
m=1

N∑
i=1

(BAmod,i,m −BAunp,i,m)2 . (2.21)

Here, the summation is performed across all M months in the parameterization run period and

all N sample gridcells selected for the optimization.

The algorithm then generates a new parameter set guess and the model is rerun. If the new guess

decreases the sum of squared errors, it is “accepted,” with a new guess then being generated

based on it. If not, it is “rejected,” and a new guess is generated based on the original guess.

The details and derivation of how new guesses are calculated are described in Appendix B. To

briefly summarize: Guesses are adjusted by interpolating between steps that would be generated

by either the gradient descent method or the Gauss-Newton algorithm, leaning more towards

the former when far from a minimum and the latter when near a minimum.

We initially selected 250 land cells at random from the LM3 grid, but rejected 9 for various

reasons (all glacier, all lake, etc.). This left us with 241 gridcells which we would use for the
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optimization. Preliminary tests, however, revealed a few problems with the selection: A bias

towards improving model fit in gridcells with strong model underestimation was evident (i.e,

gridcells where the model simulated too much fire were undersampled), and the high northern

latitudes – which make up a small fraction of global land area and an extremely small fraction

of global fire activity – were judged to be oversampled. We got rid of 14 of those far northern

gridcells (from Greenland and the Canadian tundra), then selected 23 new cells to bring us up

to 250. The new cells were specifically selected from cells where a preliminary model run either

underestimated or overestimated non-agricultural burned area relative to the unpacked data.

Unfortunately, the model’s performance in that preliminary run did not well match how the

model actually performed in our optimization run. As such, we ended up oversampling areas of

underestimation, leading to a bias towards making the model burn too much. We then culled

the most extreme underestimated gridcells one by one until the sums of squared errors from

underestimated and overestimated gridcells generated by the initial guess were approximately

equal. This left us again with 241 gridcells, whose locations and initial sum of squared errors are

shown in Figure 2.2a. A histogram of the mean annual error in burned area of the initial guess

(Fig. 2.2b) shows that the positive and negative errors in this new dataset are approximately

balanced.

Figure 2.2: Summary of performance of initial guess in gridcells chosen for optimization with regard to non-agricultural
burning. (a) Map of sum of squared errors. (b) Histogram of error in mean annual burned area.

The spinup run with which we generated initial conditions for the optimization is described later

as LM3 ORIG (Sect. 2.4.1, Table 2.2). Note that we began the optimization runs in 1991 even

though only the 2001–2009 data would be used for comparison to observations; the idea was to
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allow for the vegetation and fire regime in at least some of the gridcells (especially in regions

where frequent fire is the norm) to equilibrate given the fire frequency of the new model.

Parameters chosen

From the equation for anthropogenic ignitions (Ia, Eq. 2.3), we optimized βIa, which can be

thought of as controlling a sort of “baseline” value for how many ignitions each person can be

expected to provide at each time step. Technically, we optimized βIa,m, which is describes the

baseline number of ignitions per person per month instead of per timestep (of which there are

48 per day):

βIa,m = βIa × 48× 365

12
(2.22)

All other things being equal, higher values of βIa,m result in more fires.

We also optimized βPD from the function describing human suppression of all non-agricultural

fires as a function of population density (fPD, Eq. 2.12). All other things being equal, a higher

value of this parameter would result in a faster approach of the fraction suppressed towards its

upper limit.

Because the LM3 definition of a “species” to describe vegetation type is so broad, we thought it

would be especially important to pay attention to several biome-specific maximum rate of spread

parameters in FINAL. LM3’s “tropical tree” type encompasses a wide range of real-world biomes,

from tropical rainforests to semiarid shrublands. The rates of spread for fire in these systems

are quite different, and so we included maximum rate of spread in tropical tree regions (βROStt)

in the optimization. We also included the rate of spread in C3 and C4 grasslands (βROSgr),

because preliminary testing showed strong overestimates in regions dominated by the C4 grass

species especially.
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Finally, we optimized parameters from fRH (βRH,1 and βRH,2, Eq. 2.6), fθ (βθ,1 and βθ,2, Eq.

2.8), and fAGB (βAGB,1 and βAGB,2, Eq. 2.10). We generated initial guesses for these parameters

by fitting Gompertz functions, with the upper asymptote set at 1, to the corresponding functions

from Li et al. (2012). Fitting was performed using the MATLAB Curve Fitting Toolbox (MAT-

LAB and Curve Fitting Toolbox Release 2014b, The MathWorks, Inc., Natick, Massachusetts,

United States.)

2.4 Experimental setup and analysis

2.4.1 Experimental runs

Spinup of the land to pre-industrial conditions began with a “bare ground” scenario and ran for

300 years, during which climate forcings (Sect. 2.4.2) from 1948–1977 were repeatedly cycled

through. During spinup, atmospheric CO2 concentration was held constant at 286 ppm and

land use was turned off. Next, we simulated years 1861–1947, using repeated 1948–1977 climate

forcings but historical land use and atmospheric CO2 concentration (Sect. 2.4.2). Finally, the

model was run from 1948–1991 with historical climate forcings, land use, and atmospheric CO2.

This run – referred to as LM3 ORIG (Table 2.2) – provided initial conditions for other model runs,

including the optimization. Note that the daily grazing intensity (Sect. 2.3.5) was set at its

default value of ∼0.07 for LM3 ORIG.

The new model (Sects. 2.3.2–2.3.5), with new parameters as described in Section 2.5.1 and Table

2.3, was run from 1948–2009 (FINAL V1; Table 2.2). This run began with initial conditions as

produced for the beginning of 1948 by the original LM3 run described above (LM3 ORIG). An

experimental run with the complete new model structure but all settings as initially guessed in

the parameterization (FINAL V0) was also performed, comparison of which to FINAL V1 would

allow us to explore where the optimization improved or worsened model performance. For both

FINAL V0 and FINAL V1, daily grazing intensity (Sect. 2.3.5) was set at 4%.
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Finally, we tested the effect of “fire tiling” on equilibrium pre-industrial potential biomass by

performing two additional pre-industrial spinups. As in LM3 ORIG, both used a constant atmo-

spheric CO2 concentration of 286 ppm with repeated 1948–1977 climate and no land use for 300

years. These two runs, however, used the non-agricultural fire model as described in Section

2.3.2 except with (a) all human effects turned off, and (b) all functions as originally formulated

by Li et al. (2012, 2013). Both runs did use the changes made to other parts of LM3 described

in Sect. 2.3.5. The only difference between the two runs was that one (FINAL PI ASLI) had fire

tiling turned on for all cells that burned at least 1 km2, and the other (FINAL PI ASLI NFT)

had fire tiling turned completely off (Table 2.2). We hypothesized that fire tiling would increase

biomass density by creating “refugia” of unburned tiles where conditions become increasingly

less flammable.

2.4.2 Input data

The LM3 land and vegetation model is run “offline” in this study, meaning that it is forced

by a set of meteorological and radiation-related variables without any interaction between the

land and atmosphere. The variables used here to force LM3 – daily precipitation, surface air

pressure, specific humidity, wind vectors, and downward longwave and shortwave radiation –

are taken from the dataset developed by Sheffield et al. (2006). All variables are interpolated

to the spatial and temporal resolution of the LM3 fast time step, here set to 30 model minutes.

Carbon dioxide (CO2) concentrations are taken from Meinshausen et al. (2011). Historical data

on land use transitions and wood harvesting come from the harmonized dataset created by Hurtt

et al. (2011) for use in Earth system models. The mean distributions of cropland, pasture, and

non-agricultural land in this study over 2001–2009 are presented in Figure 2.3.

In addition to these standard LM3 forcing data, the FINAL non-agricultural fire model also

requires data on lightning. We used a gridded monthly climatology of lightning flash rate

(flashes km−2) based on data from the Lightning Imaging Sensor (LIS) and Optical Transient De-

tector (OTD) remote instruments. Specifically, we used the LIS/OTD Low-Resolution Monthly

Time Series (LRMTS) described by Cecil et al. (2012). This dataset is provided at a 2.5◦× 2.5◦
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Figure 2.3: Mean fractional land cover of (a) non-agricultural land, (b), cropland, and (c) pasture over 2001–2009 as
simulated in model runs (after Hurtt et al., 2011). Gray cells did not contain any of the indicated land cover type.

resolution, which we interpolated to match the LM3 resolution of 2◦ latitude by 2.5◦ longitude.

The version of LRMTS that we used, v2.3, included maps of flash rate for each month in the

period 1996–2014. We found the average of each month (January, February, etc.) and used

these to build our climatology.

Lastly, FINAL requires input data on population density. We used the historical population

density estimates from HYDE 3.1 (Klein Goldewijk et al., 2010), coarsened from their original

5-minute resolution to the LM3 resolution (2◦ latitude by 2.5◦ longitude). We interpolated

population density linearly between each time point in the HYDE dataset.

The agricultural fire model in FINAL requires climatologies of burned area associated with

cropland and pasture, and the optimization routine required estimates of non-agricultural fire.

For these, we used the global gridded maps of monthly burned area and emissions associated
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with cropland, pasture, and other (non-agricultural) land based on an algorithm that generated

estimates for each of 134 regions around the world based on the GFED3s data (Randerson

et al., 2012) as described in Chapter 1. Burned fraction for each gridcell in the unpacked data

is adjusted here to produce the correct amount of burned area, accounting for the fact that the

land cover distributions used in the unpacking (Ch. 1) differ slightly from those used in this

study.

2.4.3 Analysis of results

The new model’s performance in terms of recreating observed patterns of burned area and fire

carbon emissions is evaluated here by comparison against GFED3s and the unpacked fire data.

In addition to global totals of mean annual fire activity, we assess the spatial distribution of fire

using maps of mean annual burned fraction and emissions.

The accuracy of seasonal fire trends is tested by comparing the difference between peak day of

burned area simulated by the model with the peak as estimated by the unpacking analysis. This

is quantified using mean phase difference, as described by Kelley et al. (2013). Each gridcell’s

annual pattern of fire can be described as a vector in the complex plane:

Vi = (xm,i, θm) , (2.23)

where xm,i is the mean burned area in month m for gridcell i, and θm is an arbitrary angle

unique to month m and calculated for all gridcells as:

θm = 2π
(m− 1)

12
. (2.24)

The mean vector Li for each gridcell has end points that can be described in Cartesian coordi-

nates as the origin and (Lx,i, Ly,i), where:

Lx,i =

12∑
m=1

xm,i cos (θm) (2.25)
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and

Ly,i =
12∑

m=1

xm,i sin (θm) . (2.26)

The phase Pi, defined where fire occurrence is not distributed evenly across all months, describes

the mean timing of peak fire activity:

Pi = arctan

(
Ly,i

Lx,i

)
. (2.27)

The day of the year associated with peak fire activity can be calculated as Pi
2π ×365. Mean phase

difference MPD, which is used here to describe the difference in timing of peak fire between

model results and observations, is calculated as

MPD =
1

π
arccos

(∑N
i=1 cos [Pi,mod − Pi,obs]

N

)
, (2.28)

where modeled and observed phases are designated with the subscriptsmod and obs, respectively.

MPD varies from zero to one, with MPD = 0 if all modeled peaks correspond exactly to

observed peaks and MPD = 1 if all modeled peaks differ from observed peaks by the maximum

possible amount (6 months).

2.5 Results

2.5.1 Optimized parameters

Figure 2.4 shows the progression of the parameter guesses, along with the sum of squared errors

associated with each parameter set guess through the optimization. The sum of squared errors

decreases rapidly for the first few iterations, but diminishing returns become apparent by about

the fifth iteration (Fig. 2.4a). By the eleventh iteration, it did not seem that allowing iterations

to continue would result in much improved sums of squared errors, and the optimization was

manually halted. The original and final parameter values can be found in Table 2.3.
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Table 2.3: Values of each optimized parameter, before (Initial) and after (Final) optimization.

Initial Final

βRH,1 0.0062 0.011856898
βRH,2 -9.1912 -0.172544308
βθ,1 0.0750 0.329099402
βθ,2 -6.3741 -6.967427375
βAGB,1 7.3157 44.20896443
βAGB,2 4.11 9.820100287
βIa,m 0.0035 0.002224368
βPD 0.025 0.030732082
βROSgr 0.4 0.268421539
βROStt 0.3 1.018599996

The functions resulting from the new parameter set are visualized, in comparison with how they

were in the Li et al. (2012, 2013) model as well as in the initial optimization guess, in Figure

2.5.

fAGB saw its parameters increase markedly: both βAGB,1, which translates the function along

the X axis, and βAGB,2, which controls the slope of the increase of fAGB from low to high

biomasses (Fig. 2.4b, c). The net effect relative to the original guesses was that the amount of

fire allowed decreased at biomasses below about 0.3 kgCm−2 and increased between about 0.3

to 1.5 kgCm−2 (Fig. 2.5g).

The parameter controlling anthropogenic ignitions, βIa,m, decreased through the sixth guess,

then increased to a level higher than initially guessed, before declining again to a low level

by the end of the optimization (Fig. 2.4d). The density of anthropogenic ignitions Ia is thus

decreased at all positive levels of population density (Fig. 2.5a). Moreover, the parameter βPD

– which controls anthropogenic suppression of burning fPD
– increased (Fig. 2.4e), meaning

that a larger fraction of ignitions (both lightning and anthropogenic) are suppressed wherever

population density is greater than zero, though most noticeably between densities of 10–100

people km−2 (Fig. 2.5b). The net effect is to reduce unsuppressed anthropogenic ignitions (i.e.,

Ia × fPD
) relative to the initial guess, with the peak’s location being mostly unchanged but its

severity being modulated (Fig. 2.5e).
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Four parameters relating to the effect of moisture on fire activity were optimized: βRH,1 and

βRH,2, which control the effect of relative humidity fRH , and βθ,1 and βθ,2, which control the

effect of soil moisture fθ. Altogether – i.e., taking into account moisture effects on both ignition

success probability and rate of spread – fire is proportional to (fRH × fθ)
3. Because fRH and fθ

always appear together in the model equations, and because relative humidity and soil moisture

might be expected to be strongly correlated, one might have expected the optimization to result

in similar functions. However, the final shapes of fRH and fθ are quite different (Fig. 2.5c,

d). βθ,1 increased and βθ,2 decreased (Fig. 2.4h, i), resulting in a stronger suppressive effect

of soil moisture: Whereas the original function suppresses nearly all fire beginning at around

θ = 0.65, the new function reaches this point around θ = 0.35 (Fig. 2.5d). Even in extremely

dry soils where θ = 0, fθ = 0.7 – meaning that around 30% of ignitions would be prevented

from becoming spreading fires, and rate of spread would be reduced by 51%. fRH , on the other

hand, was effectively neutered: While βRH,1 and βRH,2 both increased (2.4), βRH,2 increased so

drastically that fRH ≈ 1 for all values of relative humidity (Fig. 2.5c). Figure 2.5f shows that

the total effects of these shifts in these moisture functions are most extreme at low values of soil

moisture, with low levels of relative humidity burning less and high levels of relative humidity

burning more (all other things being equal). However, LM3 never produced the latter condition

(Fig. 2.6d), and so low-humidity cells seem to have driven this trend.

Maximum rate of spread decreased more than 25% for grassland (Fig. 2.4k), a result which likely

has to do with the model overestimating fire in these low-biomass systems. This parameter

decreased sharply for most of the optimization, but as fAGB appropriately began to take on

more of the responsibility for regulating fire there, grassland maximum rate of spread began to

increase back towards its initial guess. Maximum spread rate increased by over 300% for the

“tropical tree” vegetation type (the initial guess for which was higher than that used by Li et al.

(2012); Fig. 2.4j), which was due to a tendency towards underestimation of burned area in that

biome.

Comparing the results of FINAL V0 with FINAL V1, we can see that much of the improvement

came in regions where the initial parameter set severely overestimated burned area (Fig. 2.7a–

55



Anthro. ignitions: 

2 4 6 8 10

109

3.5

4

4.5
SSE

2 4 6 8 10
0

20

40

60
AGB: βAGB,1

2 4 6 8 10
0

5

10

15
AGB: βAGB,2

2 4 6 8 10

10-3

2

3

4

5
βIa

2 4 6 8 10
0.02

0.04

0.06
Anthro. suppression: βPD

2 4 6 8 10
0

0.01

0.02

0.03
RH: βRH,1

2 4 6 8 10
-20

-10

0

10
RH: βRH,2

2 4 6 8 10
0

0.2

0.4
Soil moisture: βθ,1

2 4 6 8 10
-7

-6.5

-6
Soil moisture: βθ,2

2 4 6 8 10
0

0.5

1

1.5
Max. ROS: Tropical tree

2 4 6 8 10
0.1

0.2

0.3

0.4
Max. ROS: Grassland

A

E

I J K

F G H

B C D

Figure 2.4: Trace plots showing the progression of sum of squared errors (a) and each of the ten parameters (b–k)
over the length of the optimization. X-axes show iteration number, Y-axes show sum of squared errors or parameter
guess value, and color of points indicate whether the associated parameter set guess was accepted (blue) or rejected
(red).

Figure 2.5: Changes in functions that got optimized, from original Li et al. (2012, 2013) functions (solid gray) to
initial guesses with Gompertz-style functions where necessary (dashed red) to final parameter set (solid blue).

d). Performance worsened in other gridcells. A map of root mean squared error (Fig. 2.7e),

which shows performance improvement as would be “seen” by the optimization algorithm for

included gridcells, highlights a few cells in and around the tropical rainforests of Africa and
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Figure 2.6: Difference in mean value of various fire model functions over 2001–2009 between FINAL V0 and FINAL V1.
Red indicates regions where the function in FINAL V1 allows more fire than in FINAL V0; blue, less.

South America as areas where the performance metric increased markedly (indicating worsened

performance) between the initial and final guesses.

Figure 2.7: Improvement in non-agricultural fire model performance between the initial guess (run FINAL V0) and the
final parameter set (run FINAL V1). (a–c) Mean annual burned fraction on non-agricultural lands from unpacking (a),
the initial guess (b), and the final parameter set (c; identical to Fig. 2.8i.) (d–e) Difference between runs FINAL V0

and FINAL V1 in correspondence of modeled to unpacked non-agricultural burning as measured by mean annual burned
fraction (d) and root mean squared error (e). For (d) and (e), blue indicates improvement by FINAL V1 over FINAL V0.
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2.5.2 Model performance

Figure 2.8 compares maps of mean annual burned fraction (i.e., fraction of land area) from

run FINAL V1 with those from GFED3s (Randerson et al., 2012) and the unpacking analysis.

Figure 2.9a shows the difference in mean annual burned fraction between the model and the

unpacked observations, against which the non-agricultural model was parameterized. Consid-

ering all land cover types together, the new fire model recreated the general pattern of annual

fire activity well compared with both GFED3s (Randerson et al., 2012) and the unpacked data

(Figs. 2.8a,b,f; 2.9a). The largest modeled overestimates relative to the unpacked data occurred

in the grasslands and shrublands of western South America, the western Caatinga of northeast

Brazil, and at various points throughout the African savannas (Fig. 2.9a). Most of the severe

model underestimation relative to the unpacked data occurred in the African tropical savannas,

as well as (to a lesser extent) the tropical savannas of northern Australia (Fig. 2.9a).

The modeled burned fractions of cropland and pasture match the unpacked numbers almost

exactly (Figs. 2.9c,d), which is not surprising considering that the unpacked data were used to

force the model on cropland and pasture tiles. There are some notable discrepancies, however.

Specifically, there is too much cropland fire in one European gridcell and too little in several

gridcells in northern Australia (Fig. 2.9c). Pasture fire did not experience such severe error in

burned fraction anywhere (Fig. 2.9d).

The strong correspondence of modeled cropland and pasture fire with the unpacked observations

(as expected since the latter were directly used to drive the former) suggests that the majority

of the error seen in total burning must be associated with fire on non-agricultural lands. Indeed,

although the non-agricultural fire model generally captured the worldwide distribution of fire –

with tropical savannas, grasslands, and shrublands generally dominating burned area – the fit is

by no means perfect (Fig. 2.9b). There are a number of regions where the model simulates little to

no non-agricultural burning but the unpacked data show significant amounts of fire (Figs. 2.8b,f)

. This phenomenon is especially noticeable in the eastern African savannas, the shrublands

58



F
ig
u
re

2
.8
:
M
ea
n
an

n
u
al

b
u
rn
ed

fr
ac
ti
o
n
.
(a
):

F
ro
m

G
F
E
D
3
s
(R

an
d
er
so
n
et

al
.,
2
0
1
2
);

(b
–
e)
:
o
b
se
rv
at
io
n
al

es
ti
m
at
es

fr
o
m

u
n
p
ac
ki
n
g
an

al
ys
is
;
(f
–
i)
:
M
o
d
el
-e
st
im

at
ed
.

([
i]
is
id
en
ti
ca
l
to

F
ig
.
2
.7
c.
)

59



Table 2.4: Global mean annual burned area and associated carbon emissions, 2001–2009. (1) Midpoint of values for
cropland burning with (0.208) and without (0.456) including cropland-natural mosaic.

Burned area (106 km2 yr−1) C emissions (PgCyr−1)
T C P O T C P O

GFED3s 4.68 0.332(1) — — 2.48 n.d. — —
Unpacked 4.93 0.454 2.04 2.44 2.57 0.194 0.538 1.84
FINAL V0 6.38 0.434 2.02 3.93 2.21 0.295 0.703 1.21
FINAL V1 4.11 0.434 2.02 1.66 2.34 0.297 0.712 1.33

of western Australia, and throughout the tropical and temperate grasslands, savannas, and

shrublands of South America.

Worldwide, the non-agricultural fire model underestimated burned area, with 1.66×106 km2 yr−1

simulated as having burned – an underestimate of 32% relative to the unpacked estimate. Un-

surprisingly given the spatial results presented above, global averages for cropland and pasture

were much better – 0.434 × 106 km2 yr−1 (4% underestimate) and 2.02 × 106 km2 yr−1 (1%

underestimate), respectively. Mean annual global burned area across all land covers over 2001–

2009 was modeled as 4.11 × 106 km2 yr−1, an underestimate of 12% relative to GFED3s and

an underestimate of 17% relative to the unpacked total.5 The time series of annual burned

area over 2001–2009 for each land cover from the model (i.e., FINAL V1) are compared with the

GFED3s and unpacked estimates in Figure 2.10a.

Just as the model tended to underestimate total global burned area, it also underestimated

carbon emissions from fire (Table 2.4). The 2.34 PgCyr−1 simulated by the model represents

an underestimate of 6% relative to GFED3s and of 9% relative to the unpacking data. This is

again principally due to non-agricultural fire, for which the model simulated 1.33 PgCyr−1 as

opposed to the unpacked estimate of 1.84 PgCyr−1 – an underestimate of 28%. Agricultural fire

emissions were actually overestimated, with 0.297 PgCyr−1 for cropland and 0.712 PgCyr−1 for

pasture – overestimates of 53% and 32% compared to the unpacked values of 0.194 PgCyr−1

and 0.538 PgCyr−1, respectively.

The spatial distribution of errors in total fire carbon emissions (Fig. 2.9e) generally reflects

the distribution of errors in simulated burned area (Fig. 2.9a). As with burned area, there

5The unpacked estimate is greater than the value from GFED3s because of the constraint of F̂k values to ≥ 0
(Ch. 1).
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are sizable regions where the model simulates little to no non-agricultural fire carbon emissions

but the unpacked data show otherwise (Figs. 2.11e,i). Cropland fire emissions, as with burned

area, are underestimated in northern Australia; there are also two regions in central Africa

where cropland fire emissions are overestimated despite essentially correct annual burned fraction

(Figs. 2.11c,g). The areas of slightly underestimated pasture burned fraction are not apparent

in the map of pasture fire emissions error; large overestimates of emissions from pastures in the

tropical savanna biome are instead the most apparent aberrations (Figs. 2.11d,h).

The non-agricultural fire model performed well in terms of simulating the within-year timing

of burned area (Figs. 2.12e,i). This was reflected in the results for combined burning across

all land cover types, which corresponded well with both GFED3s and unpacked burned area

(Figs. 2.12a–b,f); the timing of peak model-estimated fire was 35 days later than observed for

all fire combined as compared with total unpacked fire (MPD = 0.19), and 53 days later than

observed for non-agricultural fire specifically (MPD = 0.29).
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Figure 2.9: Absolute error in mean annual burned fraction (a–d) and fire carbon emissions (e–h) for each land cover
type: Model-estimated minus observational estimates from unpacking analysis.
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2.5.3 Effect of fire tiling on equilibrium pre-industrial potential biomass

The experiment described in Section 2.3.4 revealed that the creation of new tiles for burned

areas greater than 1 km2 had a noticeable effect on average global living biomass, which over

years 271–300 of the experiment was simulated to be 1,020 GtC for the tiling-on run but only

918 GtC for the tiling-off run – an increase of more than 11% when using fire tiles. Figure 2.13

shows that this difference was not spread uniformly across the globe, instead being concentrated

mostly in regions that today are tropical and temperate grasslands and savannas.

Figure 2.14 shows that our hypothesis was only somewhat correct: The biomass-enhancing effect

of fire tiles did increase with tiling-off burned area, but only up to about a mean annual burned

fraction of 10% of the gridcell. As mean annual burned fraction increased above that, the

biomass-enhancing effect of fire tiles was diminished. In fact, above 10% mean annual burned

fraction, it becomes much more common to see decreased live biomass density with fire tiling

on. The possible significance of these results is discussed in more detail in Section 2.6.2.

2.6 Discussion and conclusions

2.6.1 Model performance in context

Modeled mean annual global burned area on non-agricultural lands (1.66 × 106 km2 yr−1) was

32% lower than the unpacked estimate (2.44 × 106 km2 yr−1; Table 2.4). The unpacking did

tend to overestimate total global burned area by 0.25 × 106 km2 yr−1, but even if we were to

reduce the unpacked estimate of fire associated with non-agricultural land by that amount, the

model would still fall short by 24%. While this indicates that there is room to improve FINAL,

it is not an altogether unreasonable approximation at the global scale.

The tendency of FINAL V1 to underestimate total global 2001–2009 burned area is reflected

in an underestimate of the associated carbon emissions – by 6% and 9%, respectively (Table

2.4). GFED3s and the unpacking data show respective average emissions densities of 0.53 and
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Figure 2.13: Difference in mean biomass density between years 271–300 experimental runs with fire tiles off and fire
tiles on. Positive values indicate gridcells where the tiling-on run resulted in higher biomass. (a) Absolute difference
(kgCm−2). (b) Fractional difference.

0.52 kgCm−2 of burning for all fire combined, whereas FINAL V1 gives 0.57 kgCm−2 (based on

Table 2.4). The largest discrepancy in fire carbon emissions density between the modeled and

unpacked estimates is on cropland, where FINAL V1 simulates 0.68 kgCm−2 but the unpacking

analysis gives only 0.43 kgCm−2 (58% overestimate; Table 2.4). Emissions densities on pasture

and non-agricultural land are also overestimated, respectively by 35% and 6.7%. This consistent

pattern of overestimating the amount of emissions per burned area, especially on agricultural

tiles, could be caused by a number of factors, which are discussed in Section 3.5.1.

In terms of spatial distribution, the model tends to over-cluster non-agricultural burned area

relative to the unpacked estimate. That is, it tends (especially in savanna regions) to simulate

a highly spatially heterogeneous distribution of non-agricultural burned area, with some areas
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Figure 2.14: Scatter plot illustrating, over years 271–300 of the fire tiling experiment, the relationship between mean
annual tiling-off burned fraction (X axis; log10 month−1) and fractional difference in biomass density between tiling-on
and tiling-off runs (Y axis, where positive values indicate greater biomass density in tiling-on run; on−off

off
).

burning very little and others burning far too much (Fig. 2.8). It is important to consider,

however, that although the unpacking method generates accurate estimates of total burned area

at the level of each analysis region, the burning tends to be too evenly distributed within each

region (Ch. 1). This results in an overly smooth map, as can be seen by comparing maps

A and B in Figure 2.8. Non-agricultural burning in the real world might thus exhibit more

spatial clustering than is apparent in Figure 2.8e. To get a sense of the spatial clustering of

real-world non-agricultural fire, we have constructed a map of mean annual “GFED3s non-

agricultural” burned fraction by subtracting unpacked cropland and pasture burned fraction

from mean annual GFED3s total burned fraction.6 We can then compare the coefficient of

variation in 6 × 6 gridcell (12◦ latitude × 15◦ longitude) kernels across this map with similar

maps for mean annual modeled and unpacked non-agricultural fire. As expected, the coefficient

of variation is much higher in the GFED3s data than the unpacked data (Fig. 2.15), indicating

stronger spatial clustering of non-agricultural fire in the real world. The fact that the model

6The exact numbers from this map are not very meaningful, since it is possible to have values less than zero in
gridcells where unpacking estimated more cropland and pasture burning than all burning observed by GFED3s.
The purpose of this exercise is only to examine spatial variation.

67



simulates more heterogeneity than the unpacked estimate, then, indicates that the model is

capturing heterogeneity in fire drivers that are important to actual fire patterns. This is not

to say, of course, that the heterogeneous patterns simulated by the model exactly match the

observations – in some places they do not, as is apparent in Figure 2.8.

Figure 2.15: Coefficient of variation (standard deviation divided by mean) of non-agricultural burned fraction in 6× 6
gridcell kernels (12◦ latitude × 15◦ longitude). (a) Modeled; (b) from artificially-constructed GFED3s non-agricultural
fire data as described in text; (c) unpacked. Note log scale of color bars.

Although savanna regions may have shown the largest absolute difference in modeled vs. un-

packed fire activity, smaller differences can be just as important in other areas. For example,

the GFED3s and unpacked data show a mean annual burned fraction of 1–5% for the boreal

forests of central Alaska and northwestern Canada (Figs. 2.8a–b,e), which would correspond to

a mean fire return interval of 20–100 years. While this is a low rate of burning relative to, e.g.,

tropical savannas, it still represents an important process for the structure and function of that

ecosystem. The non-agricultural fire model captures almost no boreal forest fire whatsoever

(Fig. 2.8i), which should hamper the ability of LM3 to accurately simulate vegetation there.

One possible contribution to this deficit is the importance of multi-day fires in the boreal region,

whereas we followed Li et al. (2012) in assuming that all fires last 24 hours. This assumption

is not well-supported by the literature. Korovin (1996) found that almost 60% of forest fires

in Russia over 1947–1992 lasted longer than one day, and that fires lasting longer than 10 days

accounted for nearly 70% of the burned forest area. Stocks et al. (2003) found a similar impor-

tance of very large (and thus presumably long-lasting) fires in Canada, with individual burns of
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more than 20,000 ha comprising over 65% of mean annual burned area over 1959–1997. Ideally,

FINAL would replicate this pattern by explicitly modeling the duration of individual fires based

on evolving weather conditions. Several global fire models have introduced such a component,

but with mixed results. The LPJ-LMfire model developed by Pfeiffer et al. (2013), which allows

fires to burn for about four hours per day until they experience significant precipitation, actually

tends to overestimate boreal forest fire. The HESFIRE model (Le Page et al., 2015) also allows

fires to burn indefinitely, calculating twice per day an extinction probability based on fuel load,

attempted suppression intensity, landscape fragmentation, and weather conditions. However,

like FINAL, HESFIRE simulates too little fire in the boreal region (Le Page et al., 2015).

2.6.2 Importance of fire tiling

Explicitly keeping track of fire history through the use of “fire tiles” resulted in a large increase

in simulated biomass for potential vegetation (Sect. 2.5.3), especially in fire-prone tropical and

temperate grasslands and savannas. This could be the result of a phenomenon where, without

fire tiling, the biomass in a gridcell would become too low to allow much fire (i.e., fAGB would

be near zero; Eq. 2.10), at which point the gridcell would enter a fire-free period during which

it would regain biomass until fire was again possible. With fire tiling, any part of the tile could

have enough biomass to burn regardless of how recently some other part of the tile had burned.

This is essentially the opposite effect of what we observed for intermediate levels of burning

(and what we hypothesized). Because of the strength of the effect of fire tiling on biomass, more

research to understand the underlying mechanisms driving the effect would be beneficial.

2.6.3 What do optimization results suggest?

Perhaps the most interesting result of the optimization was that it effectively excluded relative

humidity from exerting any effect on fire activity, shifting all of the control of flammability to

soil moisture (Fig. 2.5c, d). This suggests that, at the coarse spatiotemporal scale considered in

global fire modeling, the moisture of the upper soil may be a much better proxy for fuel moisture
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than relative humidity. Physical mechanisms for this suggest themselves readily. Live fuels such

as the herbaceous layer in grasslands and savannas have access to soil water that, even in the

upper soil, likely fluctuates less over short time scales than relative humidity. Soil moisture

might thus be a better predictor of the seasonal timing of fire. However, this may only have

emerged here because our algorithm compared modeled to observed burned area on a monthly

basis. If instead we had compared daily modeled versus observed burned area, relative humidity

might have proven important.

The fact that soil moisture suppressive effect does not abate even for the driest soils – that is,

fθ(θ = 0) ≈ 0.7 instead of 1 (Fig. 2.5d) – is another intriguing result. Because fθ(θ = 0) =

exp (−βθ,1) (Eq. 2.8), it would have been reasonable to constrain βθ,1 during the optimization

to prevent fθ(θ = 0) from being below 0.999 or some other value close to unity. Such a strategy

would arguably even make physical sense – soil moisture can hardly limit fire if there is no

moisture in the soil. This would presumably have the effect of increasing burned area at low

soil moisture, but that might not be the case. It’s possible that very few gridcells ever actually

experienced such low soil moisture, and/or such cells were limited by other factors – chronically

low soil moisture (or average conditions in regions that ever experienced such an extreme)

would result in low aboveground biomass, for example. If true, this could mean that the result

of fθ(θ = 0) ≈ 0.7 may have been essentially a spurious effect, since the algorithm would not

have been very sensitive to fθ at such low values of soil moisture. On the other hand, this might

be a real effect, in which case there may be a more structural issue with the fire model. A simple

scaling factor – some extra constant that reduces ignition density, for instance – could be a useful

addition in that case, but would have the function of decreasing fire in all gridcells.

The result at the other end of the soil moisture spectrum – i.e., that soil moistures above about

0.35 prevent almost all fire from occurring, whereas the initial guess didn’t restrict so severely

until about θ = 0.65 (Fig. 2.5d) – is also interesting. Le Page et al. (2015), in the manual phase

of their model development, decided that soil moisture would prevent all burning above θ = 0.35

as well. Although soil moisture in that model only affected rate of spread and not also ignition

success rate as it does in our model, and although they also allowed relative humidity to affect
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rate of spread in a manner similar to Li et al. (2012), the fact that our optimization’s result

corresponded so closely with their parameter choice is intriguing.

Optimization resulted in fewer anthropogenic ignitions and stronger anthropogenic suppression

for any given value of population density (Fig. 2.5a–b, e). This suggests that, by confounding

non-agricultural fires with pasture fires, previous modeling efforts may have overestimated the

contribution of humans to burning on non-agricultural land. That is, by extracting a “pure”

non-agricultural fire signal, our study shows that pasture burning practices may have been

responsible for much of what was once characterized as general anthropogenic fire, and that

humans enhance fire on non-agricultural lands less than once believed. In terms of the general

shape of net anthropogenic influence on non-agricultural fires – including the location and width

of the peak – our results do not differ substantially from the function described by Pechony and

Shindell (2009) or that used by Li et al. (2012; Fig. 2.5e). Knorr et al. (2014), on the other

hand, used the Levenberg-Marquardt algorithm to fit a simple empirical fire model in a non-

interactive fashion and found that the peak was actually located closer to a population density

of 0.1 people km−2 than to the value of ∼ 10 people km−2 that we found here.

Just like cropland and pasture fire management practices, the way people affect fire regimes on

non-agricultural land varies around the world. Some fire models include a spatially-dependent

human ignitions term (Thonicke et al., 2010) to account for this effect. Incorporating this

geographic variation into FINAL could improve performance, but it would be important to do so

based on independent analyses so as to avoid simply compensating for the model’s errors.

2.6.4 Levenberg-Marquardt optimization: Lessons learned

One of the limitations of the Levenberg-Marquardt algorithm is that it can only “move downhill.”

At every iteration, it searches for new parameters in the direction of lower sum of squared errors

from the current point in parameter space, even though the set of parameters with the lowest

possible sum of squared errors may be in a totally different direction. As an analogy, imagine

a person given the task of finding the point in a city with the lowest elevation above sea level.

71



Using a “downhill-only” algorithm, this person would literally walk downhill from their starting

point and stop when they reach a point – the local minimum – where continued travel in any

direction would be uphill. The person might more thoroughly search the city for its lowest

point by occasionally turning uphill and/or randomly taking a bus once in a while to a totally

different part of the city – analogous to the behavior of the Metropolis Markov Chain Monte

Carlo or simulated annealing algorithms. Levenberg-Marquardt being a downhill-only algorithm

is not a fatal flaw, of course, especially when the initial parameter set guess is well-informed

based on the literature. It may well represent an improvement in methodology over the manual

trial-and-error approach. But it is important to remember that Levenberg-Marquardt cannot

be expected to produce the universally best possible parameter set.

Another, potentially more serious limitation of the Levenberg-Marquardt algorithm is its use of

the sum of squared errors (SSE) as a metric to gauge model performance. While the setup used

here does account for accuracy of burned area simulations in both space and time, SSE tends to

result in a bias towards improving performance in gridcells where the model simulates burned ar-

eas much higher or much lower than observations. This tendency to reduce absolute error would

be fine if the goal of optimization were to produce a model that accurately simulates burned

area for its own sake, but relative error can be more reflective of how well the model simulates

the state of the vegetation. For example, assume two hypothetical 1,000-km2 gridcells: one

dominated by tropical grassland where observations show 100% annual burning but the model

simulates 25%, and one dominated by boreal forest where observations show 1% annual burning

but the model simulates 0.25%. In both cases, the model is producing 75% less fire than what

actually happens – a difference that could be extremely important to the simulated structure

and function of both ecosystems. However, because the absolute error in the grassland gridcell

(−750 km2 yr−1) is so much greater than that in the boreal forest gridcell (−7.5 km2 yr−1), the

former will, all other things being equal, have a much greater influence on the direction and

magnitude of the step towards the next parameter set guess.7 Because the observations show

that tropical savannas burn far more than any other biome, the absolute errors are highest there

7The fact that we used an equirectangular grid – with cells of constant size in units of latitude and longitude
but not physical area – means that cells from high latitudes are much smaller than cells from the tropics, which
would exacerbate the problem described here.
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(Fig. 2.9). These regions thus likely drive most of the optimization, which could have led to the

neglect of performance in, for example, the boreal region. An optimization algorithm that took

relative error into account might thus improve performance in low-fire regions, while worsening

it where fire is frequent.

Simply substituting an alternative measurement for SSE in a Levenberg-Marquardt context

would be less than ideal for addressing this problem. In addition to being the performance

metric – i.e., the statistic by which the algorithm determines whether a parameter set has

resulted in improved model performance – SSE is an inherent part of the mathematics in the

Levenberg-Marquardt algorithm generating the direction and size of the step from the most

recently accepted guess to the next accepted guess (Appendix B). Using a different performance

metric would still result in guesses designed to minimize the sum of squared errors, reducing

the efficiency of the algorithm at best, and at worst resulting in searches orthogonal to the

direction of improved performance. To most effectively avoid the problems inherent with SSE, a

completely different algorithm – preferably one that can use any arbitrary performance metric –

would be needed. The Markov Chain Monte Carlo method (MCMC) is one such option, which

has the additional benefit as discussed above of being a global search algorithm. It has been

widely used in the Earth sciences, including by Le Page et al. (2015) to fit a global fire model.

Those authors used as their performance metric a combination of (a) accuracy of classification

of gridcells into burned fraction bins8 and (b) level of correspondence between model-simulated

and observed interannual variability. However, being a global search, MCMC requires many

iterations to converge on an optimal solution – Le Page et al. (2015) reported iteration counts

of hundreds to over a thousand. The deeply model-interactive setup used here – where the

complete model of soil, vegetation, and fire was forced with climatic data for nearly twenty

model years – took around two hours per iteration with all gridcells being run in parallel, which

made MCMC and similar many-iteration algorithms computationally infeasible.

The choice of gridcells and initial conditions is also extremely important to any automated model

fitting algorithm. The strong effects we saw in preliminary optimization runs of including a few

extra gridcells from badly-modeled regions make this quite clear. The process through which

8Bin edges used: 0%, 1%, 5%, 10%, 20%, 35%, and 50+% annual burned fraction.
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we settled on our set of 241 gridcells was admittedly haphazard, and a more structured and

informed approach would likely make the results more robust. Similarly, we did not experiment

much with different initial parameter set guesses, but doing so is a good way to test model

robustness (Knorr et al., 2014; Le Page et al., 2015).

2.6.5 Moving towards a prognostic model of anthropogenic fire practices

FINALv1 represents an important step toward including cropland and pasture fire management

in Earth system models. However, it is limited in its utility by its reliance on set climatologies

of burning. The assumption is that, for example, pastoralists in one part of west Africa burn

the exact same fraction of their pastures every January, some other fraction every February,

and so on. This obviously does not allow for any interannual variability in burning associated

with variation in flammability and associated difficulty in controlling burns. This deficiency is

evident in Figure 2.10, where modeled pasture burned area (solid purple line) exhibits much less

variation across the study period than shown by the unpacked data (dashed purple line).

Perhaps more importantly, however, the use of a climatology based on just nine years of observa-

tions makes it difficult to justify the use of the model very far into the past or future. Economic

development can result in changes in technology, types of crops, and legislative priorities (ban-

ning crop fires, for example), all of which can affect the amount and timing of agricultural fire.

Climate change has and will continue to affect the timing, length, and quality of growing sea-

sons; the associated impacts on planting and harvest date will affect the timing of crop residue

burning, and people will shift the timing of burns to match the shifting phenology of pasture

vegetation. It is thus important to understand what information people consider in their de-

cisions of whether, when, and how much to burn. Literature reviews and new research could

shed light on indigenous methods for climate forecasting based on changes in the weather and

vegetation (e.g., Kagunyu et al., 2016), as well as how these cues might be tied to the timing of

prescribed fire for various purposes (e.g., Laris, 2002). Advanced analytical methods could also

be applied to climate and fire history observations to look for lagged, region-specific relationships

of agricultural burning with weather at weekly to monthly time scales.
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A more complete model of cropland and pasture burning practices would need to consider all

of these factors in order to be useful for investigating the historical and future impact of fire on

the Earth system.
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Chapter 3
Carbon consequences of pasture fire

management

3.1 Abstract

The Fire Including Natural & Agricultural Lands model (FINAL; Ch. 2) simulates, for the first
time, the way that people manage both cropland and pasture using fire. Despite comprising a
substantial portion of Earth’s land, pasture has not previously been considered as a kind of land
cover with possibly distinct fire regimes from grassland or savanna not being grazed by livestock.
Here, we use FINAL to explore the effect of pasture fire management on carbon cycling and
reservoirs at regional and global scales. We find that incorporating pastoral burning practices
boosts simulated burned area by 66% (from 1.22×106 km2 yr−1 to 2.02×106 km2 yr−1) and fire
carbon emissions by over 550% (from 109 TgCyr−1 to 712 TgCyr−1), bringing simulated pasture
fire activity much more in line with observations (2.02× 106 km2 yr−1, 538 TgCyr−1). Despite
the large relative change in simulated pasture fire emissions, the net exchange of carbon between
terrestrial ecosystems and the atmosphere at a global level is not appreciably affected. Important
differences in carbon fluxes and vegetation structure are seen, however, across tropical and
temperate grasslands, woodlands, and savannas. These differences could be critical for accurately
representing the distribution of these biomes in relation to each other and to forests.
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3.2 Introduction

Humans are causing serious changes to the Earth’s climate by increasing the concentrations of

greenhouse gases in the atmosphere, especially carbon dioxide (CO2). Between 2000 and 2009,

our combustion of fossil fuels and use of concrete emitted 7.8± 0.6 PgCyr−1 in the form of CO2

emissions (90% confidence interval; Ciais et al., 2013). Over the same time period, it has been

estimated that we effectively emitted 1.1± 0.8 PgCyr−1 as a net effect of land use and manage-

ment such as deforestation, logging, and agriculture (Ciais et al., 2013). Terrestrial ecosystems

reduced the overall impact of these emissions by taking up 2.6± 1.2 PgCyr−1, but the extent to

which this effect will continue is in question. Climate and land use change could increase rates of

disturbance, decomposition, and respiration while also decreasing photosynthesis – potentially

shifting the terrestrial biosphere from a sink of CO2 to a source.

The difficulty of this problem becomes immediately apparent when considering how challenging

it is to even simulate present-day conditions. For example, in the uncertainty ranges given above:

A 90%-confidence estimate of fossil fuel and concrete CO2 emissions represents a range of less

than ±8%; the estimate of our net land use effect, on the other hand, varies by over ±70%.

To explore the future of the terrestrial carbon sink, we must first improve our understanding

of what drives carbon cycling in terrestrial ecosystems. This represents a complex challenge

because of the intricate ways various parts of the terrestrial biosphere interact, as well as the

interconnections between ecosystems and other parts of the Earth system.

Vegetation fire sits at the intersection of a number of important Earth system processes. The

combustion of vegetation releases greenhouse gases, mostly in the form of CO2, as well as

aerosols that can variously contribute to warming, cooling, and even changes in cloud formation

and precipitation. Fire can also be an important regulator of vegetation state, such as by

mediating semi-permanent shifts from forests to lower-biomass savannas. Climate change can

be expected to increase burning in some parts of the world and decrease it in others, with

potential consequences for the status of the terrestrial biosphere as a carbon sink.
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But in addition to our effect on fire through climate, we also directly control the fire regime in

many parts of the world to suit our management needs. Farmers often burn before planting or

harvest, and pastoralists use fire to promote the growth of nutritious plants for their livestock.

These management fires often differ from how fires would occur naturally, because agriculturists

sometimes require burning at different times of the year – or at a different frequency – than

their land would experience naturally. Because cropland and pasture together cover over a third

of the Earth’s surface, and because that number expected to increase over the coming century,

the net effect of these burning practices on carbon cycling could be significant.

The Fire Including Natural & Agricultural Lands model version 1 (FINALv1), which combines a

model of burning on non-agricultural land with estimates of burned area associated with cropland

and pasture, was developed in part to explore this question. The design and performance of

the model were described in Chapter 2. Here, we present the results of experimentation using

FINAL to test the impact of cropland and pasture burning on terrestrial carbon cycling.

3.3 Methods

3.3.1 Modeling

The land, vegetation, and fire model used in this chapter was identical to that described in

the previous chapter (Sect. 2.3). We also used the same input data (Sect. 2.4.2) and generated

initial conditions the same way (Sect. 2.4.1).

In this chapter, we present the results of an additional experiment designed to test the role of

pasture management fire in altering fire regimes, as well as to assess the sensitivity thereto of the

fire model. Specifically, we performed a “pasture as non-agricultural” run (PASTASOTHR; Table

3.1) that was identical to FINAL V1 (Table 2.2; referred to in this chapter as PASTASPAST) except

for the fact that the non-agricultural fire model was used on pasture instead of the pasture

burning climatology derived from the unpacked data (Ch. 1).
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Table 3.1: Experimental runs discussed in this chapter. PASTASPAST is referred to in Chapter 2 as FINAL V1 (Table
2.2).

PASTASPAST PASTASOTHR

Fire model New, optimized New, optimized
Years 1948–2009 1948–2009
Init. conditions As LM3 ORIG As LM3 ORIG

Climate Historical Historical
CO2 Historical Historical
Land use Historical Historical
Non-agri. fire: Humans On On
Cropland fire As unpacked As unpacked
Pasture fire As unpacked As non-ag. land

3.3.2 Analysis of results

Because land carbon dynamics are so complex, we will present results from a number of different

variables describing both the state of vegetation and the rate of various fluxes between the land

and the atmosphere. Gross primary productivity (gpp) refers to the rate at which plants absorb

carbon from the atmosphere in photosynthesis. Plants also emit carbon as they burn sugars

in respiration (resp), and so net primary productivity (npp) is used to denote the net amount

of carbon brought in to the biosphere by plants. Microbes decomposing dead biomass emit

carbon from the litter and soil, a process referred to as heterotrophic respiration (rh). The

net flux of carbon between the biosphere and atmosphere considering these processes is referred

to as net ecosystem production (nep), but that does not paint a complete picture. Carbon

emissions from combustion (burnCemitRate) and emissions associated with harvested or grazed

biomass (crop/past/wood harv rate) also serve to move carbon from terrestrial ecosystems

to the atmosphere. The net flux considering net ecosystem productivity, fire disturbance, and

land use is referred to as net biosphere production (nbp). These and other fluxes, along with a

number of living and dead biomass pools describing the amount of carbon present in ecosystems,

are summarized in Table 3.2.

It is important to note that net biosphere production (nbp) is the single statistic that can best

describe the net effect of pasture management fire on the land carbon balance. Counterintu-

itively, although fire obviously transfers much carbon from living and dead vegetation to the
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Table 3.2: Modeled carbon pools and fluxes discussed in this chapter.

Abbreviation Description Type

agb Aboveground living biomass
(bl+blv+0.8*[bwood+bsw])

Pool

bgb Belowground living biomass (br+0.2*[bwood+bsw]) Pool
bl Living biomass in leaves Pool
blv Living biomass in labile C store Pool
br Living biomass in fine roots Pool
bsw Living biomass in sapwood Pool
btot Total living biomass Pool
burnCemitRate Fire combustion rate Flux
bwood Living biomass in heartwood Pool
co2litter, leaf Decomposition of leaf litter Flux
co2litter, wood Decomposition of woody litter Flux
co2soil Decomposition of soil Flux
crop harv rate Emissions associated with harvested crop biomass Flux
gpp Gross primary productivity Flux
litter, leaf Dead biomass in leaf litter Pool
litter, wood Dead biomass in woody litter Pool
nbp Net biosphere production

(nep-[burnCemitRate+totl harv rate])
Flux

nep Net ecosystem production (npp+rh)
npp Net primary productivity Flux
past harv rate Emissions associated with grazed pasture biomass Flux
resp Primary respiration Flux
rh Heterotrophic respiration Flux
totl harv rate Emissions associated with all harvesting and grazing

(crop harv rate + past harv rate +
wood harv rate)

Flux

wood harv rate Emissions associated with harvested wood biomass Flux

atmosphere via combustion, much of what burns is dead material that would have been emitted

eventually via decomposition. On balance, fire can have a net neutral or even positive effect

on ecosystem carbon retention (Yi et al., 2013; Yue et al., 2015, 2016). It is thus important to

examine measurements beyond a simple tallying of carbon emissions from fire.
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Table 3.3: Global mean annual burned area and associated carbon emissions. (1) Midpoint of values for cropland
burning with (0.208) and without (0.456) including cropland-natural mosaic.

Metric Land cover GFED3s Unpacked
Mod. past.
as non-ag.

Mod. past.
as unp.

Burned area (106 km2) Total 4.68 4.93 2.41 4.11

Crop 0.332(1) 0.454 0.434 0.434
Pasture — 2.04 1.22 2.02
Non-ag. — 2.44 1.86 1.66

C emissions (PgC) Total 2.48 2.57 0.935 2.34
Crop n.d. 0.194 0.298 0.297
Pasture — 0.538 0.109 0.712
Non-ag. — 1.84 0.528 1.33

3.4 Results

3.4.1 Burned area and C emissions

The default fire model (PASTASPAST), as expected, simulated the burned area associated

with pasture quite accurately relative to the unpacked estimates with which it was forced

(Fig. 2.9, Table 3.3). When allowing pasture to burn according to the non-agricultural fire

model (PASTASOTHR), simulated pasture burned area dropped by 40%, representing a much

stronger underestimate relative to the unpacked data than the default run (Table 3.3). On

non-agricultural land, however, PASTASOTHR simulated 12% more burned area, even though

the non-agricultural fire model was the exact same for both runs (Table 3.3). One possible

explanation of this could have to do with biomass levels after land abandonment. Pasture that

burns less frequently, as in PASTASOTHR, would have more fuel available and thus be more likely

to burn after being abandoned and transitioned to non-agricultural land where low fuel loads

might otherwise limit fire.

The pasture fire carbon emissions total modeled by PASTASPAST of 0.712 PgCyr−1 represents a

32% overestimate compared to the unpacked estimate of 0.538 PgCyr−1 (Table 3.3). The great

majority of the overestimate is associated with pasture burning in tropical savanna regions,

although some pasture in Sudan shows an underestimate (Fig. 2.9h). PASTASOTHR reduced

simulated fire carbon emissions even more drastically than it did burned area: Total global

emissions were 0.109 PgCyr−1, 60% (1.41 PgCyr−1) lower than in PASTASPAST (Table 3.3).
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Pasture and non-agricultural fire emissions were 0.603 PgCyr−1 (85%) and 0.802 PgCyr−1 (60%)

lower, respectively, while cropland fire emissions increased slightly (0.001 PgCyr−1, 0.3%; Table

3.3).

Basing pasture fire on the unpacked data instead of letting pasture tiles burn like non-agricultural

tiles noticeably improved pasture fire seasonality (Fig. 3.1), from an average global error of 68

days later than expected to an average error of 2.0 days too late.

Figure 3.1: Improvement (days) in absolute error of simulated mean peak pasture burning when switching from fire
as non-agricultural to unpacking-based fire. Dark gray: Pasture did not burn at all in one or both, or no pasture was
present.

3.4.2 Annual C balance

At a global level, forcing pasture with the unpacked burned area caused no difference in net

primary productivity (npp) but did marginally reduce heterotrophic respiration relative to the

PASTASOTHR run, although this resulted in no significant change in simulated net ecosystem

productivity (Fig. 3.2). PASTASPAST did generate significantly more fire carbon emissions than

PASTASOTHR (Table 3.3) but did not appreciably alter the flux from total harvested biomass

(totl harv; Fig. 3.2). Overall, mean annual global net biosphere production (nbp) over 2001–

2009 was reduced by 0.23 PgCyr−1 (6.2%) when using the unpacked burning as compared with
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fire as simulated by the non-agricultural model (Table D.1), but with a relatively large amount

of interannual variability (Fig. 3.2).
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Figure 3.2: Mean annual global carbon fluxes simulated over 2001–2009. Error bars indicate 95% confidence interval
based on Student’s t distribution.

These effects of pasture management fire are not evenly distributed across the globe. When

the differences between PASTASOTHR and PASTASPAST are mapped in terms of carbon fluxes

(Fig. D.3) and pools (Fig. D.5), it is apparent that the spatial distribution of the most important

contributing gridcells regions reflects where pasture fire emissions are large (2.11). These values

can be misleading, however, when considering the impact on vegetation – an ecosystem of low

productivity can be greatly impacted by even a small difference in fire frequency. The largest

impacts of pasture burning practices on GPP and NPP relative to their values in PASTASOTHR,

for example, occur in the Asian temperate zone (Figs. 3.3a–b).

Similarly, although the net effect of pasture burning practices on net primary productivity

(npp) was negligible at the global scale, it does appear to have been regionally important.

The east Sudanian savanna, where pasture burns more than anywhere else in the world, saw

strongly increased net primary productivity, while other parts of Africa and Asia saw a reduction

(Figs. 3.3, D.1–D.2).
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Figure 3.3: Percent difference in selected mean annual carbon fluxes between PASTASPAST and PASTASOTHR, 2001–
2009. Green indicates increased ecosystem C retention in PASTASPAST; brown, reduced. Dark gray indicates land cells
with no vegetation, or a value of zero for the given variable in PASTASOTHR. Note that this is for all vegetation, not just
pasture. See Figures D.1–D.2 for separate maps of these and other fluxes for each run, and Figure D.3 for absolute
difference.

Living and dead biomass pools were also affected by the simulation of pasture management

fire. Madagascar and the steppes of the Tibetan plateau have much lower biomass simulated

when forced with the unpacked pasture fire than when modeled to burn as non-agricultural

lands (Figs. D.4–D.5). Important relative changes in biomass pools are widespread; pastures

throughout Eurasia, the African tropical savannas, and temperate grasslands all see much less

biomass in the PASTASPAST run in relative terms.

Figure 3.4: Percent difference in selected mean carbon pools between PASTASPAST and PASTASOTHR, 2001–2009. Green
indicates increased ecosystem C pools in PASTASPAST. Dark gray indicates land cells with no vegetation, or a value of
zero for the given variable in PASTASOTHR. Note that this is for all vegetation, not just pasture. See Figure D.4 for
separate maps for each run, and Figure D.5 for absolute difference.
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3.5 Discussion and conclusions

3.5.1 Exploring pasture fire carbon emissions

Carbon emissions from pasture fires, as with all fires, are the product of three quantities: burned

area, aboveground biomass, and combustion completeness. Because the model simulates burned

pasture area so accurately (Table 3.3), either or both of the latter two could have contributed

to the overestimation of pasture fire emissions.

Aside from fire, a major determinant of aboveground biomass on pasture is the intensity with

which it is grazed. With the rate of grazing set to 4% of leaf biomass each day, the PASTASPAST

run simulated the consumption by livestock of 1.54 PgCyr−1 globally over 2001–2009. This

compares favorably with previously-published estimates of carbon flows to livestock. Wirsenius

(2000) estimated that domesticated grazers consumed 1.33 PgC in 1990, not counting draft

animals. Krausmann et al. (2008), working on the year 2000, estimated that livestock (including

draft animals) consumed 1.9 PgC. Haberl et al. (2007) estimated that the average grazing

pressure on pasture for the year 2000 was 41 gCm−2, which again compares favorably with the

simulated value from PASTASPAST of 45 gCm−2 yr−1 over 2001–2009.

On average over 2001–2009, PASTASPAST simulated 3.4 kgCm−2 of aboveground biomass on

pastures, including both live vegetation and dead material. This was broken down into live

leaves (0.22 kgCm−2), live stems (0.94 kgCm−2), leaf litter (0.45 kgCm−2), and dead woody

material (1.8 kgCm−2); these pools are mapped for the world’s major pasture regions in Figure

3.5. In their work in the Waikato region of New Zealand – a moist, temperate ecosystem

dominated by C3 grasses – Hanna et al. (1999) defined active pastures as containing no more

than 0.2 kgCm−2 of live leaves or 0.15 kgCm−2 of dead material. PASTASPAST simulated less

than 0.1 kgCm−2 of live leaf tissue in New Zealand, and indeed the world’s temperate pastures

seem to satisfy the ≤ 0.2 kgCm−2 criterion (Fig. 3.5a). The tropics generally see much higher

modeled pasture leaf biomass; in all cases, leaf biomass does not much exceed 0.25 kgCm−2

(Fig. 3.5a). Uhl and Kauffman (1990) describe a pasture in eastern Amazonia with 0.6 kgCm−2
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of nonwoody material; this is close to the simulated value of combined live and dead leaf C

(Fig. 3.5a,c) in the regions listed above. Kauffman and Cummings (1998), looking at three

other pastures in Amazonia, found a range of 0.8–1.5 kgCm−2 of fine fuels, which included both

live and dead leaf material as well as fine woody debris. Again, this corresponds well with our

results (Fig. 3.5a,c), although we do not simulate fine woody debris. Kauffman and Cummings

(1998) also found 1.3–5.2 kgCm−2 of large downed trunks remaining from the initial clearance

of forest for pasture; the simulation produces levels of woody litter in that range for pastures in

the Atlantic Forest region of Brazil and in southern China (Fig. 3.5d).

Figure 3.5: Mean aboveground carbon pools on pasture over 2001–2009. Gridcells composed of <20% pasture are
shown in gray.

LM3 does seem to have overestimated pasture biomass in tropical savanna regions, however.

Savadogo et al. (2007) found a mean of 0.045 kgCm−2 in the tree and bush savanna of Burkina

Faso, where LM3 using PASTASPAST simulates live biomass pools (leaf + stem) of up to about

0.5 kgCm−2 (Fig. 3.5a, b). Savadogo et al. (2007) also found a mean of 0.07 kgCm−2 of

dead material there, whereas our model simulated values of around 0.2–0.3 kgCm−2 (Fig. 3.5c,

d). Ottmar et al. (2001) found that land in the Cerrado with a significant herbaceous layer

(campo limpo, campo sujo, and cerrado ralo) generally tended to have less than 1 kgCm−2 of

aboveground live and dead biomass; our model simulated about 1–1.5 kgCm−2 (Fig. 3.5e). It

is not clear whether the sites examined by Ottmar et al. (2001) were actively grazed; if not,
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pastures there would be expected to have even less biomass, in which case LM3’s overestimate

would be more pronounced.

A widespread overestimation of biomass in tropical savannas would at least partially explain

the tendency toward overestimated pasture fire carbon emissions there (Fig. 2.9d, h). Because

most of the world’s pasture fire occurs in this biome (Fig. 2.8), it would also explain the 32%

overestimate of mean annual global pasture fire carbon emissions (Table 2.4). Excess simulated

plant matter in tropical savannas could result from any or all of several factors. It is possible,

for example, that grazing intensity there is unrealistically low. Although the global amount of

grazed vegetation seems to have been simulated well (as discussed above), much variation likely

exists among regions in how intensely land is grazed. This is not captured by the assumption in

our model of a 4% daily grazing rate. Combustion completeness values being too low would also

lead to too-high estimates of aboveground biomass, but the possible effect of this on estimated

emissions is unclear. Increasing combustion completeness would increase fire emissions in the

short term, but as any individual pasture tile grew older and approached equilibrium biomass,

fire emissions might be no different. That is, decreased biomass with increased combustion

completeness might not change emissions density.

Lastly, the fact that FINAL does not explicitly simulate fire associated with land clearance likely

contributes to its overestimation of cropland and pasture fire emissions density. In the version of

LM3 used here, however, burning is not assumed to occur during land use transitions. Instead,

biomass can be either harvested or wasted. Harvested wood biomass goes to one of three long-

lived virtual emissions pools, while wasted biomass is transferred to litter. But in reality, wood

remaining after harvest (also known as slash) is often burned, especially in the high-biomass

moist tropical forest biome. The emissions involved are significant: Tropical deforestation burns

were estimated by van der Werf et al. (2010) to contribute up to 15% of global annual fire

CO2-C emissions on average. Instead of breaking this out into a separate flux, LM3 and FINAL

are conflating land clearance fire emissions with the emissions from subsequent burning of the

cleared land for agricultural management. This is unfortunately not a mere accounting quirk;

the use of one or two burns to get rid of most of the remaining slash wood means that fire
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emissions spike soon after land clearance, whereas LM3 and FINAL simulate a gradual decrease

over time. However, the frontier regions of moist tropical forests do not exhibit as much error

in cropland and pasture fire carbon emissions as is seen in tropical savannas (Fig. 2.9e,f), and

so the relative importance of this land clearance behavior to carbon fluxes at a global scale is

limited.

3.5.2 Impact of pasture management fire on terrestrial ecosystems

Pasture burning practices may not significantly affect terrestrial carbon cycling at the global

scale (Fig. 3.2), but they can be quite important for certain regions (Figs. 3.3–3.4). Parts of

Eurasia saw the mean aboveground biomass of all vegetation – not just pasture – reduced to

nearly zero with the implementation of realistic pasture burning (Fig. 3.4e). Biomass reductions

nearly as extreme are apparent throughout both temperate and tropical grassland and savanna

regions. Notably, much of the difference is the result of lower stem biomass (Fig. 3.4b). This

suggests that the correct simulation of pasture fire frequency could be an important factor in the

successful modeling of the savanna-forest boundary in large parts of the world. Indeed, fire is one

factor that has been highlighted by some as critical in this dynamic, as demonstrated by large-

scale empirical analyses (Staver et al., 2011b), theoretical modeling (Staver et al., 2011a; Staver

and Levin, 2012), and experiments using dynamic global vegetation models (Bond et al., 2005;

Lasslop et al., 2015a; Lehsten et al., 2016). Although other empirical analyses at continental to

global scales have suggested that climate and/or soil quality might be more important to (or at

least more directly predictive of) woody biomass than fire (Zeng et al., 2014; Lehmann et al.,

2014), fire does appear to be a critical mechanism without which many grasslands and savannas

– especially in less arid regions – become much woodier (O’Connor et al., 2014).

FINAL also shows that pasture burning practices significantly shift the seasonal timing of fire in

many parts of the world (Fig. 3.1). The within-year timing of burns can be important for plant

community composition, especially with regard to invasive vs. native species (Scmisseur and

Miller, 1985; Mbow et al., 2000; Keeley, 2006). It can also have important ramifications for the

temporal pattern of aerosol concentrations in the atmosphere (Marlier et al., 2014). Although
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not considered here, these short-lived chemical species can affect atmospheric chemistry and

radiative balance (Penner et al., 1991; Ramanathan and Carmichael, 2008; Ward et al., 2012;

Bond et al., 2013), change physical properties of land and the atmosphere, and harm human

health (Rittmaster et al., 2006; Johnston et al., 2012; Marlier et al., 2012; Reisen et al., 2015).

Understanding the amount and exact timing of aerosol emissions is important for meteorological

forecasting and preparation for public health crises, so the improvement in timing shown here

could have far-reaching consequences.
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Conclusion

My research throughout my PhD candidacy has been focused on understanding how people

manage agricultural land through fire, and how this management can affect terrestrial carbon

cycling. Although cropland burning can be an important source of greenhouse gases and other

pollutants – especially for certain parts of the world – it is a system whose ecology is completely

controlled by humans. For that reason I have been especially interested in the biogeochemical

and ecological consequences of management fire for pasture and rangeland. Truly exploring the

regional variation in net global magnitude of these consequences required the use of a global fire

model in conjunction with a dynamic global vegetation model.

Unfortunately, at that point there were no observations of pasture fire at the large spatial

scales required to calibrate and test a global fire modeled. My co-authors and I thus set out

to generate, for the first time, estimates of the regionally varying patterns of fire frequency and

timing associated with pasture. We found pasture burning to make up a large portion of the fire

that happens every year around the world, and that this sometimes occurs at a different time of

year than burning on non-agricultural land. In the process, we developed a technique that allows

us to quantify the fire-suppressing effect that people can have through landscape fragmentation.

This research is included as Chapter 1, which was published last year in Biogeosciences (Rabin

et al., 2015).
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These data allowed me to then begin developing the first global fire model that would explicitly

simulate agricultural burning and its effects on vegetation and biogeochemistry. Along the way,

I designed a new model for non-agricultural burning that for the first time explicitly simulates

the heterogeneity in vegetation structure across a landscape caused by fires occurring in different

places at different times. As described in Chapter 2, this new model – which I have dubbed

the Fire Including Natural & Agricultural Lands model, or FINAL – successfully captures the

general global patterns of fire frequency and timing.

By parameterizing the non-agricultural fire model in FINAL against the novel estimates we had

generated (Ch. 1) of burning associated with non-agricultural lands, I removed the contami-

nating effect that pasture burning had had on our understanding of the processes controlling

fire in other ecosystems. In Chapter 3, I tested the effects of pasture management burning by

experimentally applying this “purified” non-agricultural fire model to pasture instead of forcing

pasture to burn according to their actual observed pattern. The results show that human control

of pasture burning does indeed affect carbon pools and fluxes of carbon between the land and

atmosphere, especially for certain parts of the world.

However, FINAL is by no means final – there is more work to be done.

In this first version, FINAL simulates cropland and pasture burning using a climatological forcing

derived from the observational data my co-authors and I generated previously (Ch. 1). This

is less than ideal for a number of reasons. First, humans are not such precise managers that

they burn the exact same fraction of their pasture every single year. As currently implemented,

the agricultural burning in FINAL does not allow any interannual variability, despite evidence

of that in the observations (Ch. 1). More importantly, however, the observational data only

cover the period 2001–2009. As climatic conditions, socioeconomic patterns, and land use types

and intensities change into the future, we can expect that the timing and frequency with which

land managers burn their land (or allow it to burn) will change as well. Historical patterns

of agricultural management fire were also undoubtedly different. A substantial but critical

challenge for future work in this area is to understand what actually drives the agricultural

burning that we see, so that a prognostic version of FINAL – one that can account for shifting
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seasons, improvements in technology, changing crop choices, etc. – can be used to simulate past

and future patterns of fire.

Finally, human-controlled burning of pasture and rangeland has more ecological consequences

that simple measures of carbon pools and fluxes used here can describe. Future work should cou-

ple FINAL with a dynamic vegetation model that incorporates the demographic and competitive

processes that are so important for vegetation structure and species distribution. This would al-

low a more informed and nuanced discussion of the ecological and biogeographical consequences

of agricultural fire management for ecosystems around the world.
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Appendix A
Chapter 1 supplementary tables and figures
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(c) Other
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Figure A.1: Maps of mean land cover distributions from the HYDE dataset for the years 2001–2009: (a) cropland, (b)
pasture, and (c) other land.
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C emissions (b; Tg=Mt) from the constrained-F̂k analysis. Numbers in table represent annual means. “N.D.”=no
data; “Crop+”=cropland + cropland-natural mosaic. Corresponds to Fig. 1.2 in main text.
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Figure A.3: Annual timeseries of different fire types in each GFED region based on constrained-F̂k analysis of burned
area (a; Mha) and C emissions (b; TgC). Numbers in parentheses next to region names represent mean annual observed
fire there (either burned area or C emissions). “Crop+”=cropland + cropland-natural mosaic. Corresponds to Fig. 1.3
in main text.
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Figure A.5: Maps, from constrained-F̂k analysis, of mean annual burned area (km2) associated with (a) cropland, (b)

pasture, and (c) other land. These are calculated from monthly maps generated by the equation Bi = F̂kAk,i for each
month and region. The results can be interpreted as how much more (or less) fire would be expected if the area of the
given land cover were to double (and the others remain the same). Corresponds to Fig. 1.4 in main text.
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Figure A.6: Maps of mean annual total burned area (km2): (a) Estimated by constrained-F̂k analysis. (b) Observed.
Corresponds to Fig. 1.5 in main text.
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Figure A.7: Seasonality of different fire types in each GFED region based on constrained-F̂k analysis of burned area
(a; Mha) and C emissions (b; TgC). Numbers in parentheses next to region names represent mean annual observed
fire there (either burned area or C emissions). Corresponds to Figure 1.6 in main text.

112



(c) Other

–100 –50 –10 –1 1 10 50 100 500 700 km2

(a) Cropland

(b) Pasture

Figure A.8: Maps of mean burned area (km2) during December, January, and February (DJF) associated with (a)
cropland, (b) pasture, and (c) other land. Compare with annual means in Figure 1.4.
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Figure A.9: Maps of mean burned area (km2) during March, April, and May (MAM) associated with (a) cropland, (b)
pasture, and (c) other land. Compare with annual means in Figure 1.4.

114



(c) Other
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(a) Cropland

(b) Pasture

Figure A.10: Maps of mean burned area (km2) during June, July, and August (JJA) associated with (a) cropland, (b)
pasture, and (c) other land. Compare with annual means in Figure 1.4.
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(c) Other
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(b) Pasture

Figure A.11: Maps of mean burned area (km2) during September, October, and November (SON) associated with (a)
cropland, (b) pasture, and (c) other land. Compare with annual means in Figure 1.4.
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Figure A.12: (a) Area included in West African case study, color-coded by analysis region. (b) Mean seasonality of

burned area in case study regions based on constrained-F̂k analysis. Shading represents interannual variability (±1
SEM). Note that the X axis begins in August. Corresponds to Figure 1.7 in main text.
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Figure A.13: Scatter plots comparing estimated burned area from constrained-F̂k analysis with observations. Gray
points represent (a) each analysis region and month (region-month), or (b) individual gridcells ( 1

75
of cells chosen at

random for plotting). Red lines represent the best-fit line from linear regression, with the regression in (b) fit to the
red points, which represent mean observed and estimated values of gridcells in bins of observed burned area equally
spaced along the X axis (with at least 100 gridcells required for a bin to be included). Values ≤ 0 not shown due to
log-scale axes. Gridcells in region-months with no observed fire, where the analysis was not performed, were excluded
from both plots and regressions. Corresponds to Figure 1.8 in main text.
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Appendix B
Levenberg-Marquardt algorithm:
Derivation

To understand how the Levenberg-Marquardt algorithm works, we can begin by walking through
the Gauss-Newton method for a hypothetical problem. (Throughout this section, lowercase bold
letters will indicate vectors and uppercase bold letters will indicate matrices.) Let’s say we have
some function that we are using to generate estimates of something:

fi = f (xixixi,βββ) , (B.1)

where fi is the value estimated by f for instance i (a gridcell, for example) given input data xixixi
(a vector) and parameter set βββ (also a vector). The goal of optimization is to minimize the sum
of squared differences (S) between each observed value yi and each estimate fi:

S(xxx,βββ) =

m∑
i=1

(yi − f [xixixi,βββ])
2 , (B.2)

where xxx is the set of all input data for all instances. Taking a series of steps in parameter space
towards a minimum of S, eventually settling on some locally optimal set of parameters β∗β∗β∗. Each
step can be thought of as going from one set of parameters, βββ, to a new one, βββ + δδδ. At each
iteration, we want to find the set of step sizes δδδ that minimize

S(xxx,βββ + δδδ) =

m∑
i=1

(yi − f [xixixi,βββ + δδδ])2 , (B.3)
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There is no way to know a priori what the value of f given some new parameter set (i.e.,
f [xixixi,βββ + δδδ] ) would be, so it must be approximated. This is accomplished via first-order Taylor
expansion around the value of f given the current parameter set:

f (xixixi,βββ + δδδ) ≈ f (xixixi,βββ) +
∂f (xixixi,βββ)

∂β1
δ1 + · · ·+ ∂f (xixixi,βββ)

∂βn
δn (B.4)

This can be simplified by substituting in the Jacobian matrix JJJ, defined as

JJJ =


∂f(x1x1x1,βββ)

∂β1
· · · ∂f(x1x1x1,βββ)

∂βn

... · · ·
...

∂f(xmxmxm,βββ)
∂β1

· · · ∂f(xmxmxm,βββ)
∂βn

 =

 J11 · · · J1n
... · · ·

...
Jm1 · · · Jmn

 (B.5)

Equation B.4 thus becomes

f (xixixi,βββ + δδδ) ≈ f (xixixi,βββ) + Ji1δ1 + · · ·+ Jinδn (B.6)

Substituting that in to Equation B.3 gives

S(xxx,βββ + δδδ) =
m∑
i=1

yi − f [xixixi,βββ]−
n∑

j=1

Jijδj

2

. (B.7)

We want to find the set of parameter steps δδδ that minimizes S(xxx,βββ + δδδ), so we will take the
derivative of S with respect to each parameter step δj , set it equal to zero, and solve for δj . We
can see what this looks like for the first parameter step δ1:

∂S(xxx,βββ + δδδ)

∂δ1
= 2×

m∑
i=1

Ji1 ×

y1 − f (xixixi,βββ)−
n∑

j=1

Jijδj

 = 0. (B.8)

Then we can rearrange:

0 =

M∑
i=1

Jm1

 N∑
j=1

J1jδj

− Jm1 [yi − f (xixixi,βββ)]

 (B.9)
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M∑
i=1

Jm1 (yi − f [xixixi,βββ]) =

M∑
i=1

Jm1

 N∑
j=1

J1jδj

 (B.10)

M∑
i=1

Jm1 (yi − f [xixixi,βββ]) =

N∑
j=1

(
δj

[
M∑
i=1

Ji1Jij

])
(B.11)

We can now do this for the rest of the parameters and write them all in matrix form:


∑M

i=1 Jm1 (yi − f [xixixi,βββ])
...∑M

i=1 Jmn (yi − f [xixixi,βββ])

 =


∑N

j=1

(
δj

[∑M
i=1 Ji1Jij

])
...∑N

j=1

(
δj

[∑M
i=1 JinJij

])
 (B.12)

This is much more easily referred to and solved using matrix notation:

JT (yyy − fff [x,βββ]) =
(
JTJ

)
δδδ (B.13)

δδδ =
(
JTJ

) (
JT [yyy − fff (x,βββ)]

)
(B.14)

Thus, the Gauss-Newton algorithm generates a new parameter set guess based on the previous
guess, the observations and estimates using the previous guess, and the derivative of the sum of
squared errors with respect to each parameter at the previous guess.

The Gauss-Newton method should work well when the starting parameter set is near a local
minimum. But far from a minimum, or where the curvature matrix A = JTJ is poorly condi-
tioned, this algorithm can take extremely large steps and have difficulty converging (Transtrum
and Sethna, 2012). To avoid this problem, Levenberg (1944) introduced a version of the Gauss-
Newton method that uses a “damped” version of A. Instead of Equation B.14, the next param-
eter guess is calculated as:

δδδ = (A+ λI)
(
JT [yyy − fff (x,βββ)]

)
(B.15)

where A + λI can also be denoted A’. If S is decreasing, the damping parameter λ can be
decreased, with the algorithm approaching Gauss-Newton as λ → 0. However, if the last param-
eter guess increased S relative to the most recently accepted guess, λ is increased. This can also
be thought of as a trust region method: Far from a minimum, we don’t trust the Gauss-Newton
approximation of the Hessian very far from the current parameter set, so we should only take
small steps.
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Marquardt (1963) improved upon this concept by increasing the rate of descent specifically in
the dimensions where the gradient is smaller (or more generally, change the rate of descent in
each dimension based on how steep the gradient is in that dimension):

δδδ = (A+ λIAdiagAdiagAdiag)
(
JT [yyy − fff (x,βββ)]

)
, (B.16)

whereAdiagAdiagAdiag is the column vector whose elements correspond to the diagonal elements of A.

Marquardt (1963) describes the result as “a maximum neighborhood method which, in effect,
performs an optimum interpolation between the Taylor series method [i.e., Gauss-Newton] and
the gradient method, the interpolation being based upon the maximum neighborhood in which
the truncated Taylor series gives us an adequate representation of the nonlinear model.”

This general form is what’s known now as the Levenberg-Marquardt method. However, the
damping method described in Equation B.16 – i.e., A’ = A + λIAdiagAdiagAdiag – is only one option,
called additive damping. Multiplicative damping, where A’ = A (1 + λIAdiagAdiagAdiag) instead, has the
advantage of capturing how different parameters might be scaled differently in a poorly-posed
problem. However, it also increases the algorithm’s susceptibility to parameter evaporation,
which is when a parameter ventures into space where the model becomes less sensitive to it
(Transtrum and Sethna, 2012). The corresponding element of AdiagAdiagAdiag thus becomes small, in-
creasing the step size in a positive feedback loop. In our implementation, we use multiplicative
damping, but avoid parameter evaporation by setting a minimum value of AdiagAdiagAdiag for each param-
eter – in essence, limiting the maximum step size – after Transtrum and Sethna (2012).
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Appendix C
Levenberg-Marquardt algorithm:
Implementation

Our implementation of the Levenberg-Marquardt algorithm (Figure C.1) began with a Bash
script that set up the files and directories necessary to run the fire model at the 241 points.
These points would then be run for 1991–2009 in parallel. Once this first iteration was complete,
a Python script calculated the sum of squared errors (S) over each gridcell (c), year (y), and
month (m):

S =

241∑
c=1

2009∑
y=2001

12∑
m=1

(Ec,y,m −Oc,y,m)2 . (C.1)

Here, E refers to the model-estimated burned area, and O refers to an observation-based estimate
of burned area. Specifically, we focused on non-agricultural lands, using as our “observations”
estimates generated for each month and year by the method detailed in Chapter 1 but with F̂k

estimates restricted to non-negative values. The Python script then generated a new parameter
set guess based on the initial values of the parameters and saved a flag telling the Bash script
to run the model again with the new guess.

After this and subsequent model runs, another Python script would calculate the associated
value of the sum of squared errors (St) and compare it to the sum of squared errors from the
most recently accepted guess (S∗). If St < S∗, the current parameter set guess (βtβtβt) would be
“accepted” and become the new value of β∗β∗β∗, and λ would be decreased. Otherwise, βtβtβt would be
“rejected,” with β∗β∗β∗ retaining its previous value, and λ being decreased. In either case, a new
guess would then be generated based on β∗β∗β∗ and the new value of λ, the model would be run
again, and the process would repeat (Figure C.1).

The Python script we developed was based on a MATLAB routine for Levenberg-Marquardt
solutions of nonlinear least squares problems called marquardt.m (Nielsen, 2001), further docu-
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Figure C.1: Flowchart describing our implementation of the Levenberg-Marquardt algorithm. Blue shading indicates
operations related to running the model; all other steps occur in Python.

mented in Nielsen (1999). Besides porting it to Python, we made a number of changes to the
original code. Some restructuring was related to the fact that the new parameter sets could
not be evaluated within Python. Others were to incorporate new features, such as the limited
multiplicative damping based on work by Transtrum and Sethna (2012) described above.

Nielsen (2001) uses a somewhat complex method to update δδδ after every each iteration (Figure
C.2). If St ≥ S∗, λ is multiplied by a value ν, whose initial value is 2 and is doubled after every
rejected guess. If a guess is accepted (St < S∗), ν is reset to 2, and λ is decreased. We made
some changes to the original code as a result of the aforementioned restructuring, with λ being
reduced as:

λ = λ×max

(
1

3
, 1−

[
S

dLt−1
− 1

]3)
(C.2)

where

dLt−1 = δt−1δt−1δt−1 ×
(
λ× δt−1δt−1δt−1 − JT × fff.

)
(C.3)
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Note that there have been many methods proposed over the years for updating the damping
parameter in the Levenberg-Marquardt algorithm. These impact the size of the steps the algo-
rithm takes while searching through parameter space, with implications for efficiency. However,
the math by which the algorithm determines which direction on each dimension to move is
unaffected.

!" !#
λ = max )*+, - ∗ 10122

3 = 2

Model& run&
t

5 !#
< 5(!∗)!#9"

!∗ ← !#
; = ; ∗ max 1 3= , 1 − 5

@AB12
− 1

C

3 = 2

!∗ ← !"

1 D; = ; ∗ 3
2 D3 = 3 ∗ 2

E ← E + 1

Figure C.2: Method for updating λ, after Nielsen (1999) and Nielsen (2001).

The algorithm has several possible stop conditions. We set a maximum of 300 iterations, which
was never reached. The algorithm would also stop if the Python script detected that the gradient
was decreasing very slowly:

||JT × fff ||2 ≤ 10−15, (C.4)

if the step size was very small:

||δtδtδt||2 ≤ 10−15 × ||β∗β∗β∗||2, (C.5)
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or there was an issue of near-singularity in one of matrices involved in solving for the new
parameter step:

||δtδtδt||2 ≥
||β∗β∗β∗||2

ϵ
, (C.6)

where ϵ is the smallest number allowed by the numerical precision of the Python environ-
ment.

However, in practice, we usually ended up halting the algorithm manually. Each iteration took
about two hours, and once we noticed neither the sum of squared errors nor any parameter
changing by very much, we would stop the runs. This could have been avoided by choosing
more appropriate threshold values for the stop conditions, but likely did not appreciably impact
the results.
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Appendix D
Chapter 3 supplementary tables and figures
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Figure D.3: Difference in selected mean annual carbon fluxes between PASTASPAST and PASTASOTHR, 2001–2009. Blue
indicates increased ecosystem C retention in PASTASPAST; red, reduced. Note that this is for all vegetation, not just
pasture. See Figures D.1–D.2 for separate maps for each run.
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Figure D.5: Difference in selected mean carbon pools between PASTASPAST and PASTASOTHR, 2001–2009. Green
indicates increased ecosystem C pools in PASTASPAST. Note that this is for all vegetation, not just pasture. See Figure
D.4 for separate maps for each run.
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